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We discuss the problem of sequencing precedence-constrained jobs on a single machine to minimize the average
weighted completion time. This problem has attracted much attention in the mathematical programming community
since Sidney’s pioneering work in 1975 (Sidney, J. B. 1975. Decomposition algorithms for single machine schedul-
ing with precedence relations and deferral costs. Operations Research 23 283–298). We look at the problem from
a polyhedral perspective and uncover a relation between Sidney’s decomposition theorem and different linear pro-
gramming relaxations. More specifically, we present a generalization of Sidney’s result, which particularly allows
us to reason that virtually all known 2-approximation algorithms are consistent with his decomposition. Moreover,
we establish a connection between the single-machine scheduling problem and the vertex cover problem. Indeed,
in the special case of series-parallel precedence constraints, we prove that the sequencing problem can be seen as
a special case of the vertex cover problem. We also argue that this result is true for general precedence constraints
if one can show that a certain integer program represents a valid formulation of the sequencing problem. Finally,
we give a 3/2-approximation algorithm for two-dimensional partial orders, and we also provide a characterization
of the active inequalities of a linear programming relaxation in completion time variables.
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1. Introduction. We consider the following scheduling problem. A set N = �1� � � � � n�
of n jobs has to be processed on a single machine, which can handle at most one job at a
time. Each job j has a positive processing time, pj > 0, and a nonnegative weight, wj � 0,
and we want to find a schedule of the jobs that minimizes the weighted sum of job completion
times,

∑
j∈N wjCj . Here,Cj denotes the time at which job j is completed in a feasible schedule.

In this basic form, the problem can be solved efficiently using Smith’s rule [33], which sequen-
ces the jobs in nonincreasing order of their ratios wj/pj of weight to processing time. In this
paper, we focus on the case when the jobs have to be consistent with precedence constraints.
The precedence constraints are given in the form of a directed acyclic graph (i.e., a partial
order) G= �N �P�, where �i� j� ∈ P implies that job i must be completed before job j can be
started. We assume that G is transitively closed; i.e., if �i� j�� �j� k� ∈ P , then �i� k� ∈ P . In
standard scheduling notation (Graham et al. [10]), this problem is known as 1�prec�∑wjCj .
Lawler [15] and Lenstra and Rinnooy Kan [16] showed that this problem is strongly NP-hard.
Several integer programming formulations and linear programming relaxations have been

proposed for this problem. They can basically be divided into three groups according to
the decision variables used: some formulations exploit time-indexed variables (e.g., Dyer
and Wolsey [7]), which are binary variables indicating when a job is completed; others
make direct use of completion time variables (e.g., Balas [1]); and yet others borrow their
decision variables from the underlying linear ordering polytope (e.g., Wolsey [36]). We refer
to Queyranne and Schulz [27] for an overview and a collection of further references.
Linear programming relaxations in these variables have been successfully used to obtain

constant-factor approximation algorithms for this problem.1 The first one, proposed by

1 An �-approximation algorithm runs in polynomial time and produces for every instance a feasible schedule of
cost at most � times that of an optimal schedule. The value � is called the performance guarantee of the algorithm.
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Hall et al. [11], relies on a time-indexed linear programming relaxation and has performance
guarantee 4+�. Subsequently, Schulz [30] presented a 2-approximation algorithm based on
solving a weaker linear programming relaxation in completion time variables; see also Hall
et al. [12]. The analysis also implies that a linear programming relaxation in linear ordering
variables suggested by Potts [25] can be used to obtain another 2-approximation algorithm.
Later on, Chudak and Hochbaum [5] proposed a relaxation of Potts’ linear program that
suffices to get yet another approximation algorithm of the same performance guarantee.
Moreover, they showed that the weaker linear program can be solved by one min-cut com-
putation, which yields a combinatorial 2-approximation algorithm. Independently, Chekuri
and Motwani [4] and Margot et al. [17] used Sidney’s decomposition theorem [32] to give
an entire family of combinatorial 2-approximation algorithms. Afterwards, Goemans and
Williamson [9] revived the two-dimensional Gantt charts of Eastman et al. [8] to illus-
trate the findings of Margot et al. [17] and Chekuri and Motwani [4]. They also proved
the correctness of Lawler’s polynomial-time, exact algorithm for series-parallel precedence
constraints [15] by relating it to the dual of a linear programming relaxation in completion
time variables due to Queyranne and Wang [28]. Woeginger [34] argued that the approx-
imability behavior of 1�prec�∑wjCj and that of several of its (NP-hard) special cases (e.g.,
precedence constraints of height 1 where all minimal jobs have unit processing time and
zero weight while all maximal jobs have zero processing time and unit weight) is essentially
identical. He also explored a relationship between 1�prec�∑wjCj and the partially-ordered
knapsack problem, which can be used to derive �1�618+ ��-approximation algorithms for
particular classes of precedence constraints, including interval orders and two-dimensional
orders. The latter result is due to Kolliopoulos and Steiner [14].
After setting the stage in §2, we establish in §3.1 a connection between Sidney’s decom-

position theory and the linear programming relaxations in linear ordering variables by Potts
[25] and Chudak and Hochbaum [5]. In §3.2, we propose a new relaxation in linear ordering
variables that suggests a strong relationship between 1�prec�∑wjCj and the vertex cover
problem. We also show that the sequencing problem is indeed a special case of the vertex
cover problem when the precedence constraints are series-parallel (§3.3). In §3.4, we show
that the new linear ordering relaxation is integer if and only if the precedence constraints are
two-dimensional. We also give a simple 3/2-approximation algorithm for the class of two-
dimensional precedence constraints. In §3.5, we provide a bound on the optimal value of
the considered linear ordering relaxations, which implies that the family of 2-approximation
algorithms by Chekuri and Motwani [4] and Margot et al. [17] already has performance
guarantee 2 for the weighted sum of starting times objective. We study relaxations in com-
pletion time variables in §4, extending results by Margot et al. [17] on the structure of opti-
mal solutions. The results in §§3.1 and 4 imply that all known 2-approximation algorithms
follow Sidney’s decomposition and are therefore special cases of the class of algorithms
described by Chekuri and Motwani [4] and Margot et al. [17].

2. Definitions and preliminaries. For a job j ∈ N , we denote the ratio wj/pj by �j .
We generalize these quantities to sets S ⊆ N of jobs in the usual way: p�S� �=∑

j∈S pj ,
w�S� �= ∑

j∈S wj , and ��S� �= w�S�/p�S�. For S ⊆ N , GS denotes the subgraph of G
induced by S, and P�GS� is the set of arcs (precedence constraints) in GS . A set of jobs
I ⊆ S is called initial in GS if j ∈ I and �i� j� ∈ P�GS� imply i ∈ I . Analogously, F ⊆ S is
called final in GS if S\F is initial in GS . We simply say that S ⊆N is initial (respectively,
final) if S is initial (final) in G. If there exists some final set F ⊆N such that w�F �= 0, the
jobs in F can be scheduled in an arbitrary feasible sequence after all jobs in N\F without
affecting the objective function value. We assume for the rest of this paper that w�F � > 0
for all final sets F ⊆N .
A nonempty set S∗ ⊆ S is a �-maximal initial set in GS if S

∗ is an initial set in GS with
maximum value of �. In other words, S∗ ∈ argmax���S ′� � S ′ 	= 
 initial in GS�. An initial
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set S ⊆N is said to be non-Sidney-decomposable if the only �-maximal initial set contained
in S is S itself; i.e., S is a minimal (with respect to inclusion) �-maximal initial set.

Lemma 2.1 (Sidney [32]). If S ⊆N is a �-maximal initial set, F is final in GS , and I
is initial in GN\S , then ��I�� ��S�� ��F �.

Proof. It suffices to note that for two disjoint sets A and B of jobs, ��A∪ B� can be
written as a convex combination of ��A� and ��B�. Indeed,

��A∪B�= w�A�+w�B�
p�A�+p�B� = ��A�

p�A�

p�A∪B� +��B�
p�B�

p�A∪B� � �

We now review the concept of Sidney decomposition. Consider a partition of N into
disjoint sets S1� S2� � � � � Sk such that each Si is a �-maximal initial set of GSi∪···∪Sk =
GN\�S1∪···∪Si−1�, for i = 1� � � � � k. The partition �S1� S2� � � � � Sk� is called a Sidney decom-
position of N . Sidney [32] proved that there exists an optimal solution to 1�prec�∑wjCj
that processes the jobs in Si before those in Sj , whenever i < j . This result is known as
Sidney’s decomposition theorem. A Sidney decomposition is in general not unique. How-
ever, Lemma 2.1 implies that given a Sidney decomposition �S1� S2� � � � � Sk�, if ��Si� >
��Sj�, then i < j . Margot et al. [17] introduced the �-profile of a Sidney decomposition
�S1� S2� � � � � Sk� as the decreasing sequence �1 > · · · > �q of distinct values ��Si� and
showed that all Sidney decompositions of a given instance have the same �-profile. In
particular, there is a unique coarsest Sidney decomposition, which they called the reduced
Sidney decomposition: �R1�R2� � � � �Rq� with Ri �=

⋃
�Sj � ��Sj� = �i� for i = 1� � � � � q.

We say that a scheduling algorithm is consistent with Sidney’s decomposition if, for the
reduced Sidney decomposition �R1�R2� � � � �Rq�, the algorithm schedules the jobs in Ri
before the ones in Rj , whenever i < j . The reduced Sidney decomposition can be computed
in polynomial time (Lawler [15], Picard and Queyranne [23], and Margot et al. [17]).
Let us now introduce the linear programming relaxations of 1�prec�∑wiCj , which will

be analyzed in subsequent sections. The first, due to Potts [25], is based on an integer
programming formulation using linear ordering variables !ij . The variable !ij has value 1
if job i precedes job j in the corresponding schedule, and 0 otherwise.

[P] min
∑
j∈N

pjwj +
∑
i� j∈N

piwj!ij (1a)

s.t. !ij + !ji = 1 for all i� j ∈N� (1b)

!ij + !jk+ !ki � 1 for all i� j� k ∈N� (1c)

!ij = 1 for all �i� j� ∈ P� (1d)

!ij ∈ �0�1� for all i� j ∈N� (1e)

To simplify notation, we implicitly assume that this and future formulations do not contain
variables of the form !jj for j ∈ N . It is easy to see that any feasible solution ! to the
above integer program represents a valid schedule and that the objective function value of !
coincides with the total weighted completion time of that schedule. Chudak and Hochbaum
[5] proposed to study the following relaxation of [P]:

[CH] min (1a)

subject to (1b), (1d), (1e), and

!ik+ !kj � 1 for all �i� j� ∈ P� k ∈N� (2)

In other words, [CH] just keeps those transitivity constraints (1c) for which two of the
participating jobs are already related to each other by a precedence constraint.
This new integer program leads to two natural questions, already raised by Chudak and

Hochbaum [5]: Is an optimal solution of [P] also optimal for [CH]? In other words, is [CH]
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a valid formulation of the scheduling problem (in the sense that it gives the right objec-
tive function value and there exists an optimal solution that is a schedule)? Moreover, if
[P-LP] and [CH-LP] are the linear programming relaxations of [P] and [CH], respectively,
is an optimal solution to [P-LP] optimal for [CH-LP]? Let us formulate these questions as
conjectures:

Conjecture 2.1. An optimal solution to [P] is optimal for [CH] as well.

Conjecture 2.2. An optimal solution to [P-LP] is optimal for [CH-LP] as well.

Both conjectures are true if the set of precedence constraints is empty (Wolsey [36]) or
series-parallel (see Theorem 3.2 below). If true in general, they would lead to several
interesting consequences, as we will point out in the remainder of this paper. Moreover, we
will also prove a number of results providing evidence in support of these conjectures.
In §3.2 we will prove that [CH] is a special case of the vertex cover problem. A vertex

cover of an undirected graph H = �V �E� is a subset C ⊆ V of nodes that contains at least
one endpoint of every edge. The vertex cover problem is that of finding a vertex cover C of
minimum total weight w�C�=∑v∈C wv in a graph with nonnegative node weights wv � 0.
The classic integer program to formulate the vertex cover problem is

min
∑
v∈V
wvxv

s.t. xu+ xv � 1 for all �u� v� ∈E�
xv ∈ �0�1� for all v ∈ V .

If we relax the integrality constraints and replace them by xv � 0 for all v ∈ V , then
we obtain a linear programming relaxation that is usually referred to as the vertex cover
LP. Nemhauser and Trotter [19, 20] proved that this relaxation is half-integral (i.e., all
basic feasible solutions have coordinates which are either 0, 1/2, or 1) and that an optimal
solution can be obtained via a single min-cut computation. Moreover, if x is an optimal
solution to the vertex cover LP, then there exists an optimal vertex cover that contains v for
all nodes v ∈ V with xv = 1, and it does not contain v for all nodes v ∈ V with xv = 0. This
is known as the persistency property of the vertex cover problem.
Let us also introduce a linear programming relaxation in completion time variables, which

uses the following additional notation: p2�S� �=∑j∈S p2j for S ⊆N .

[QW-LP] min
∑
j∈N

wjCj (3a)

s.t.
∑
j∈S
pjCj �

1
2

(
p�S�2 +p2�S�) for all S ⊆N� (3b)

Cj −Ci � pj for all �i� j� ∈ P� (3c)

Inequalities (3b) are known as the parallel inequalities; they suffice to describe the con-
vex hull of feasible completion time vectors in the absence of precedence constraints
(Wolsey [35] and Queyranne [26]). Inequalities (3c) model the precedence constraints.
Finally, we briefly describe the known classes of approximation algorithms for

1�prec�∑wjCj with a performance guarantee of 2:

(A) Let C be an optimal solution to [QW-LP]. Schedule the jobs in nondecreasing order
of Cj , breaking ties arbitrarily (Schulz [30]).
(B) Let ! be an optimal solution to [CH-LP]. Compute Cj �=

∑
i∈N pi!ij+pj and schedule

the jobs in nondecreasing order of Cj , breaking ties arbitrarily (Chudak and Hochbaum [5]).2

2 In a precursor to this algorithm, ! was chosen to be an optimal solution to [P-LP]; see Schulz [30] and Hall
et al. [12] for details.
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(C) Compute a Sidney decomposition of G= �N �P�. Schedule the jobs in any feasible
order consistent with this decomposition (Chekuri and Motwani [4] and Margot et al. [17]).
It is worth mentioning that time-indexed linear programming relaxations have also been

used to find approximate solutions for this problem (Hall et al. [11], Schulz [30], Hall
et al. [12], and Schulz and Skutella [31]). However, these algorithms are either nonpolyno-
mial or have a performance guarantee (slightly) worse than 2.

3. Linear ordering relaxations. In this section, we consider a variety of formulations
and linear programming relaxations of 1�prec�∑wjCj in linear ordering variables. In §3.1,
we prove a structural characteristic of the optimal solutions of [CH-LP], [P-LP], [CH], and
[P], which generalizes Sidney’s decomposition theorem. We propose a new linear program-
ming relaxation in §3.2; while it is equivalent to [CH-LP], it helps to uncover the connection
to the vertex cover problem. We study special classes of precedence constraints in §§3.3
and 3.4, and derive a bound on the optimal value of linear ordering relaxations in §3.5.

3.1. A structural result.

Theorem 3.1. Let S ⊂N be a �-maximal initial set of jobs. Then, each of the following
mathematical programming formulations has an optimal solution ! such that !ij = 1 for all
i ∈ S, j ∈N \ S: [CH-LP], [CH], [P-LP], and [P]. Moreover, if no superset T of S satisfies
��T �= ��S�, then every optimal solution ! satisfies !ij = 1 for all i ∈ S, j ∈N\S.
Proof. Let ! be an optimal solution of the considered mathematical program [X]. Sup-

pose that !ij < 1 for some i ∈ S� j ∈ N\S. For each k ∈ S, define the set Ik �= �j ∈ N\S�
!jk > 0�. Similarly, for each k ∈ N\S, let Fk �= �i ∈ S� !ki > 0�. Because ! satisfies (2),
each Fk is a final set in the graph GS and each Ik is an initial set in GN\S . Let � �=min�!ij �
i ∈N\S, j ∈ S, !ij > 0� and consider the vector !′ defined as

!′ij �=


!ij + � if i ∈ S, j ∈N\S and !ij < 1,

!ij − � if i ∈N\S, j ∈ S and !ij > 0,

!ij otherwise,

for i� j ∈N�

Clearly, 0� !′ij � 1, and !′ satisfies (1b) and (1d). Moreover, if [X] is an integer program,
then �= 1 and !′ is integer, too. We argue next that !′ also satisfies (2) (or even (1c) in
case of [P] and [P-LP]). Let �i� j� ∈ P and k ∈N . If either i� j ∈ S or i� j ∈N\S, this holds
trivially. If i ∈ S and j ∈ N\S, then either !ik or !kj was incremented by � or both are
unchanged; hence, !′ik+!′kj � !ik+!kj � 1. The case j ∈ S, i ∈N\S does not occur because
S is initial. It follows that !′ is feasible for [CH-LP] or [CH]. If there is no precedence
relation between any two of three jobs i� j� k ∈N , the triangle constraints (1c) are satisfied
by !′ if they are satisfied by !. Indeed, each 3-cycle �i� j� k�, which is neither completely
contained in S nor in N\S, has exactly one forward arc and one backward arc across the
cut �S�N\S�. Hence, !′ is feasible for [X].
The difference in the objective function values of ! and !′ can be calculated as follows:∑

i� j∈N
piwj!ij −

∑
i� j∈N

piwj!
′
ij = �

∑
k 	∈S
pkw�Fk�− �

∑
k∈S
pkw�Ik�

= �
∑
k 	∈S
pkp�Fk���Fk�− �

∑
k∈S
pkp�Ik���Ik��

By applying Lemma 2.1 to the sets Ik and Fk, we obtain ��Ik�� ��S�� ��Fk�. Hence, the
above quantity can be bounded from below by

���S�

(∑
k 	∈S
pkp�Fk�−

∑
k′∈S

pk′p�Ik′�

)
�
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Because k′ ∈ Fk if and only if k ∈ Ik′ , this expression evaluates to zero. Therefore, the
objective function value of !′ is not worse than that of !. Moreover, the variable that
determined the value of � has been reduced to 0. After at most O�n2� iterations of this
procedure, we obtain the solution we were looking for.
For the additional remark, note that ��Ik� < ��S� if no superset of S is �-maximal. Hence,

if an optimal solution ! satisfies !ij < 1 for some i ∈ S, j ∈N\S, then the procedure above
would result in a solution of strictly smaller objective function value, a contradiction. �

Because [P] is an actual formulation of the scheduling problem 1�prec�∑wjCj , we obtain
Sidney’s decomposition theorem as a corollary to Theorem 3.1.

Corollary 3.1 (Sidney [32]). Let �S1� S2� � � � � Sk� be a Sidney decomposition of G=
�N �P�. Then, there exists an optimal sequence for N in which the jobs in Si are a con-
secutive subsequence, succeeding all jobs in S1 ∪ · · · ∪ Si−1 and preceding all jobs in
Si+1 ∪ · · · ∪ Sk, for i= 1�2� � � � � k.

Proof. Applying Theorem 3.1 iteratively to the sets N�N\S1�N\�S1∪S2�� � � � implies
that there exists an optimal solution ! to [P] such that !ij = 1 for all i ∈ Sk, j ∈ S) with
k < ). �

Moreover, each optimal sequence has to be consistent with the reduced Sidney decompo-
sition. According to Theorem 3.1, Sidney’s decomposition is already a feature of the linear
programming relaxations [P-LP] and [CH-LP]. Consequently, Algorithm (B) belongs in fact
to the family (C) of algorithms.

Corollary 3.2. Algorithm (B) is consistent with Sidney’s decomposition.3

Let us conclude this section by pointing out that the statement of Theorem 3.1 for the
integer program [CH] had to be true if Conjecture 2.1 is true. Indeed, if [CH] is a formula-
tion of the scheduling problem 1�prec�∑wjCj , then the corresponding part of Theorem 3.1
is implied by Sidney’s decomposition theorem.

3.2. A new linear programming relaxation. We now propose a new linear ordering
relaxation of 1�prec�∑wjCj , which can be interpreted as a vertex cover problem. We also
prove that this formulation is actually equivalent to [CH]. The integer program is as follows:

[CS] min (1a)

subject to (1d), (1e), (2), !ij = 0 for �j� i� ∈ P , and

!ij + !ji � 1 for all i� j ∈N�
!i)+ !kj � 1 for all �i� j�� �k� )� ∈ P�

As usual, let us denote by [CS-LP] the linear relaxation of this integer program. Because
we can obviously omit the variables !ij and !ji for �i� j� ∈ P from the formulation, [CS-LP]
is equivalent to

[CS′-LP] min
∑
i� j∈N
i�j

piwj!ij +
∑
j∈N

pjwj +
∑

�i� j�∈P
piwj (4a)

s.t. !ij + !ji � 1 for all i� j ∈N� i � j� (4b)

!ik+ !kj � 1 for all �i� j� ∈ P� k ∈N� i � k � j� (4c)

!i)+ !kj � 1 for all �i� j�� �k� )� ∈ P� i � ) and j � k� (4d)

!ij � 0 for all i� j ∈N� i � j� (4e)

3 Technically, Chudak and Hochbaum [5] proposed a second algorithm, which is based on ordering the jobs
according to their fractional completion times in the instance where processing times and weights are swapped
and precedence constraints reversed. It follows from Theorem 3.1 that this algorithm is consistent with Sidney’s
decomposition as well.
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Figure 1. Relevant cases (i)–(vi) in the proof of Lemma 3.1.

Here, i � j means that neither �i� j� nor �j� i� belongs to P . [CS′] can be interpreted as a
vertex cover problem in an undirected graph GCS�P� that has a node for each ordered pair
�i� j� of jobs i� j ∈ N with i � j . Two nodes �i� j� and �k� )� are adjacent if either j = k
and i = ), or j = k and �i� )� ∈ P , or �i� )�� �k� j� ∈ P . Let us show next that [CS′-LP] is
the dominant4 of [CH′-LP], where [CH′-LP] is the following linear program equivalent to
[CH-LP]:

[CH′-LP] min (4a) subject to (4c)� (4e)� and !ij + !ji = 1 for all i� j ∈N� i � j�
The following result makes no use of the special structure of the coefficients in (4a); it
holds for all positive objective functions in the !ij variables.

Lemma 3.1. The optimal solutions to [CH-LP] and the optimal solutions to [CS-LP]
coincide. Moreover, [CS′-LP] is the dominant of [CH′-LP].

Proof. Let ! be a feasible solution to [CH′-LP] and assume that �i� j�� �k� )� ∈ P , i � ),
j � k. Because ! satisfies (4c), it follows that 2!kj + 2!i) + !)j + !j) + !ki + !ik � 4. As !
also satisfies !)j + !j) = 1 and !ki+ !ik = 1, we can infer that ! satisfies (4d).
On the other hand, let ! be a feasible solution to [CS′-LP] such that !ij + !ji > 1 for

some i� j ∈N� i � j . Say !ij = a and !ji = b, with a+ b > 1. We claim that either !ij or !ji
(or both) can be reduced without destroying feasibility. Suppose not. Then, �i� j� and �j� i�
must each belong to a tight inequality of the form (4c) or (4d). This leads to six basic cases,
which are depicted in Figure 1. Here, bold-faced arcs represent precedence constraints, and
the remaining arcs correspond to variables. All other possible cases arise from exchanging
the roles of i and j and can therefore be handled analogously.
In cases (i)–(iii), both �i� j� and �j� i� belong to a tight inequality of the form (4c);

cases (iv) and (v) refer to the situation in which �i� j� (or �j� i�) is in a tight inequality (4c),
while �j� i� (or �i� j�) is part of a tight inequality (4d); if �i� j� and �j� i� each belong
to a tight inequality (4d), then we are in case (vi). We can find a violated inequality in
each case: (i) !jk + !i) = 2− �a+ b� < 1; (ii) !kj + !)i = 2− �a+ b� < 1; (iii) !ki + !i) =
2− �a+ b� < 1; (iv) !jk + !h) = 2− �a+ b� < 1; (v) !kj + !)h = 2− �a+ b� < 1; and (vi)
!kr +!h) = 2− �a+b� < 1. As this contradicts the feasibility of !, it follows that the value
of !ij or !ji can be decreased until !ij + !ji = 1. As a result, [CS′-LP] is the dominant of
[CH′-LP]. In particular, an optimal solution to [CS-LP] satisfies (1b) and hence is feasible
(and optimal) for [CH-LP]. �

4 A linear program is the dominant of another linear program if its feasible region is the Minkowski sum of the
feasible region of the other linear program and the nonnegative orthant.
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The previous lemma implies that Theorem 3.1 is also valid for [CS-LP] and [CS]. More-
over, as [CS] represents an instance of the vertex cover problem, it follows from the work
of Nemhauser and Trotter [19, 20] that [CS-LP] is half-integral and that an optimal LP solu-
tion can be obtained via a single min-cut computation. Hence, the same holds for [CH-LP],
which implies Theorem 2.4 in Chudak and Hochbaum’s paper [5].
Interestingly, Theorem 3.1 also implies that we can (possibly) get a refinement of the

reduced Sidney decomposition as follows:
(a) Let ! be an optimal solution to [CS-LP].
(b) Consider the digraph D= �N �A� with arc set A �= ��i� j�� !ij = 1�.
(c) Remove from D all arcs that belong to a cycle.
(d) Compute the series decomposition �S1� S2� � � � � Sk� of the remaining digraph.

5

It follows from Theorem 3.1 that �S1� S2� � � � � Sk� is a refinement of the reduced Sidney
decomposition. In particular, every feasible job sequence that is consistent with this order
is a 2-approximation.
In this light, it is of course tempting to conjecture that what the Sidney decomposition

does for the scheduling problem is indeed equivalent to what the persistency property
(Nemhauser and Trotter [20]) brings about for the vertex cover problem. In particular,
we know that every feasible schedule that is consistent with a Sidney decomposition is a
2-approximation for the scheduling problem (Chekuri and Motwani [4] and Margot et al.
[17]), while every feasible vertex cover that includes all variables that are equal to one and
that does not contain any variable that is equal to zero in an optimal basic feasible solution
to the vertex cover LP, is a 2-approximation for the vertex cover problem (Hochbaum [13]).
In fact, one might conjecture that the following is true:

Let ! be a unique optimal solution to [CH-LP]. Then, there exists an optimal schedule in which
job i precedes job j whenever !ij = 1.

Here, the uniqueness assumption is necessary because, even if Conjecture 2.1 is true,
optimal solutions to [CH] can in general contain cycles and thus do not represent valid
schedules. (For example, take three identical jobs without any precedence relations.) How-
ever, short of a proof of Conjecture 2.1, we have to confine ourselves to the following
result.

Corollary 3.3. If ! is an optimal solution to [CS-LP], then there exists an optimal
solution !′ to its integer counterpart [CS] such that !′ij = 1 whenever !ij = 1, and !′ij = 0
whenever !ij = 0. Moreover, !′ij + !′ji = 1 for all i� j ∈N .

Proof. The corollary is a direct consequence of the persistency property of the vertex
cover problem and the proof of Lemma 3.1. �

Of course, if Conjecture 2.1 is true, the proof of Lemma 3.1 also implies that
1�prec�∑wjCj is a special case of the vertex cover problem.
Let us finally point out that a similar analysis to that in the proof of Lemma 3.1 shows

that the dominant of [P-LP] is the following linear program:

[P′-LP] min
∑
i� j∈N
i�j

piwj!ij +
∑
j∈N

pjwj +
∑

�i� j�∈P
piwj

s.t. !���� 1 for all delta-cycles ��

!ij � 0 for all i� j ∈N� i � j�

5 The series decomposition of an acyclic digraph D= �V �A� is a partition �S1� S2� � � � � Sk� of its node set N such
that �i� j� ∈A for all i ∈ S)� j ∈ S)+1, )= 1�2� � � � � k− 1, and the series decomposition of the subdigraph induced
by each set S) is S) itself.
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Here, a delta-cycle � ⊆ �N ×N�\P is a collection of arcs such that there exists a set P�
of reversed precedence constraints (i.e., a subset of P−1 �= ��i� j� ∈ N × N� �j� i� ∈ P�)
satisfying that � ∪ P� is a directed cycle in N ×N . [CS′-LP] is the relaxation of [P′-LP]
that only considers delta-cycles of size at most 2.
Let [LPi] denote (the optimal value of) the above linear program restricted to delta-cycles

of size no more than i. Then, [LP2]= [CS′-LP] and [LP�]= [P′-LP]; moreover,

/LP20� /LP30� · · ·� /LPk0� · · ·� /LP�0�

Conjecture 2.2 states that this chain of inequalities is actually a chain of equalities.

3.3. Series-parallel precedence constraints. While 1�prec�∑wjCj is in general
strongly NP-hard, some special cases can be solved efficiently. For example, Lawler [15]
presented a polynomial-time algorithm for series-parallel precedence constraints. Moreover,
Queyranne and Wang [28] gave a complete characterization of the convex hull of feasi-
ble completion time vectors, while Goemans and Williamson [9] proposed a primal-dual
algorithm that unifies both results.
Series-parallel precedence constraints are defined inductively (Lawler [15]); the base

elements are individual jobs. Given two series-parallel digraphs G1 = �N1� P1� and G2 =
�N2� P2� such that N1 ∩N2 =
, the parallel composition of G1 and G2 results in a partial
order on N1∪N2 that maintains P1 and P2, but does not introduce any additional precedence
relationships. The series composition of G1 and G2 leads to a partial order on N1 ∪N2 that
maintains P1 and P2; moreover, if i ∈ N1 and j ∈ N2, then i precedes j in the new partial
order.
With Theorem 3.1 in place, the proof of the following result becomes remarkably simple.

Theorem 3.2. When the precedence constraints are series-parallel, [CH-LP] has an
optimal solution that is integer and a feasible schedule.

Proof. We proceed by induction on the number of jobs. The result is trivial when
�N � = 1 or �N � = 2. Assume that the result holds for all sets of jobs with series-parallel
precedence constraints of cardinality at most n. Note that if G= �N �P� is series-parallel,
then any induced subgraph is series-parallel as well. Let us consider a set N of jobs with
�N � = n+ 1:

(i) If G = �N �P� is a series composition of G1 and G2, then �N1�� �N2� � n and the
induction hypothesis applies to N1 and N2. Because the values !ij for i ∈N1 and j ∈N2 are
fixed by the decomposition, the result holds for N .
(ii) Otherwise, N = N1 ∪ N2, and i � j for all i ∈ N1 and j ∈ N2. In this case, it is

straightforward to show that there is a non-Sidney-decomposable set S that is either fully
contained in N1 or in N2 (as was already observed by Sidney [32]). By Theorem 3.1, there
is an optimal solution satisfying !ij = 1 for all i ∈ S, j ∈N\S. Hence, we obtain the result
by applying the induction hypothesis to S and N\S. �

Theorem 3.2 implies that 1�prec�∑wjCj is a special case of the vertex cover problem
for series-parallel precedence constraints. In fact, one not only obtains the optimal value
by solving [CH] (or, equivalently, [CH-LP]), but after a slight perturbation of job weights,
the Sidney decomposition and the optimal solution to [CH] are unique, and an optimal
schedule can therefore be computed by a single min-cut computation (for solving [CH-LP]).
Let us formally state this as a corollary. For simplicity, we assume that all job weights and
processing times are integers.

Corollary 3.4. Consider an instance of 1�prec�∑wjCj with series-parallel prece-
dence constraints. If one defines new job weights �wj �= wj + �2j , where � > 0 is chosen
such that � < 1/�2p�N��, then the perturbed instance has a unique Sidney decomposition
as well as a unique optimal solution to [CH-LP], which is integer, a feasible schedule, and
optimal for the original instance.



Correa and Schulz: Single-Machine Scheduling with Precedence Constraints
1014 Mathematics of Operations Research 30(4), pp. 1005–1021, © 2005 INFORMS

Proof. Let us show first that the Sidney decomposition of the perturbed instance is
unique and a refinement of the reduced Sidney decomposition of the original instance. If
w�A�/p�A� > w�B�/p�B�, then w̃�A�/p�A� > w̃�B�/p�B� because

∑
j∈B �2j �

∑n
j=1 �

2j <
� < 1/p�N�. Moreover, �w�A�/p�A� 	= �w�B�/p�B� for any two disjoint sets A�B ⊆N with
w�A�/p�A�=w�B�/p�B�. Indeed, if, without loss of generality A contains a job k whose
index is smaller than that of any job in B, then we add at least �2k/p�N� to the ratio of A.
On the other hand, we add at most

∑n
j=k+1 �

2j < 2�2�k+1� < �2k/�2p�N�2� to the ratio of B.
It remains to show that [CH-LP] has a unique optimal solution. We can reuse the proof

of Theorem 3.2 for this purpose. In fact, we only need to observe that the non-Sidney-
decomposable set S in case (ii) is unique. Hence, by Theorem 3.1, all optimal solutions to
[CH-LP] satisfy !ij = 1 for all i ∈ S, j ∈N\S. The result follows by induction. �

The perturbation specified in Corollary 3.4 can actually be used for general precedence
constraints: afterwards, the Sidney decomposition is unique, and any optimal schedule for
the new instance is optimal for the original instance as well.

3.4. Two-dimensional precedence constraints. Two-dimensional partial orders are a
generalization of series-parallel partial orders. Dushnik and Miller [6] introduced two-
dimensional partial orders in connection with the dimension of a partial order. We refer to
Möhring [18] for a survey. A linear extension L of a partial order G = �N �P� is a total
ordering (acyclic tournament) of the elements in N such that �i� j� ∈ L for all �i� j� ∈ P .
The dimension of a partial order G = �N �P� is the smallest number k of linear exten-
sions L1�L2� � � � �Lk whose intersection is P ; i.e., �i� j� ∈ P if and only if �i� j� ∈ L) for
all ) = 1�2� � � � � k. Equivalently, P has dimension k if and only if it can be embedded
into the k-dimensional Euclidean space where each element i ∈ N is represented by a
point xi = �xi1� x

i
2� � � � � x

i
k� such that �i� j� ∈ P if and only if xi) < x

j
) for all )= 1�2� � � � � k

(Ore [21]). We shall need another characterization of two-dimensional partial orders; we
provide a proof for completeness. A linear extension L of P is nonseparating if �i� j� ∈ P
and k � �i� j� imply that either �k� i� ∈ L or �j� k� ∈ L.
Theorem 3.3 (Dushnik and Miller [6]). A partial order is two-dimensional if and

only if it has a nonseparating linear extension.

Proof. Let G= �N �P� be a two-dimensional partial order and consider an embedding
x into �2. Let L be the linear ordering over N defined by the values of the first coordinate:
�i� j� ∈ L if and only if xi1 < x

j
1. Clearly, L is a linear extension of P . Moreover, L is

nonseparating because if �i� j� ∈ P and k � �i� j�, then either xk1 < xi1 (and xj2 < xk2) or
x
j
1 < x

k
1 (and x

k
2 < x

i
2), as illustrated in Figure 2.

For the other direction, assume that L is a nonseparating linear extension of P . It is easy
to check that P = L∩L′ where L′ �= ��i� j� ∈N ×N� �i� j� ∈ P or �j� i� ∈ L\P�. It remains
to show that L′ is a linear ordering; i.e., acyclic. Suppose that L′ contains a cycle. If a

Figure 2. All points that are neither predecessors nor successors of either job in the highlighted precedence
constraint are contained in the two non-shaded regions.
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tournament contains a cycle, then it contains one with three arcs. Let �i� j�� �j� k�� �k� i� ∈ L′

be such a cycle. Because L is a linear ordering, at least one of these arcs has to be in P ;
without loss of generality �i� j� ∈ P . None of the other two arcs can belong to P . Hence,
we obtain �i� k�� �k� j�� �i� j� ∈ L, which is a contradiction because L is nonseparating. �

Two-dimensional partial orders can be recognized in polynomial time (Pnueli et al. [24]),
and it is easy to extract a nonseparating linear extension. We will now show that two-
dimensional partial orders are precisely the class of partial orders for which the vertex
cover graph GCS�P� associated with [CS′-LP] is bipartite. This actually implies that the
extreme points of the feasible region of [CS′-LP] are integral if and only if G= �N �P� has
dimension 2. First, we need some additional notation. A (not necessarily acyclic) tournament
L⊂N ×N is an extension of P if �i� j� ∈ L for all �i� j� ∈ P . It is a nonseparating extension
if �i� j� ∈ P and k � �i� j� imply that either �k� i�� �k� j� ∈ L or �i� k�� �j� k� ∈ L.
Proposition 3.1. The vertex cover graph GCS�P� associated with [CS′-LP] is bipartite

if and only if P has a nonseparating extension.

Proof. Let us assume first that P has a nonseparating extension L. Define A �= L\P
and B �= ��i� j�� �j� i� ∈A�. We claim that GCS�P� only has edges between A and B. Recall
that there are three different types of edges corresponding to the three different types of
inequalities (4b), (4c), and (4d). For the first case, �i� j� and �j� i� are on different sides
by definition of A and B. If �i� j� ∈ P and k � �i� j�, then the fact that L is nonseparating
implies that either �k� i�� �k� j� ∈A or �i� k�� �j� k� ∈A. This settles the second case. In the
third case, we want to show that �i� )� and �k� j� are on different sides of the partition
for �i� j�� �k� )� ∈ P , i � ), and j � k. Because L is nonseparating, either �i� )�� �j� )� ∈ A
or �)� i�� �)� j� ∈ A. Similarly, either �k� j�� �)� j� ∈ A or �j� k�� �j� )� ∈ A. It follows that
�i� )� ∈A implies �k� j� ∈ B and vice versa. Hence, GCS�P� is bipartite.
On the other hand, if GCS�P� is bipartite, then the nodes �i� j� and �j� i� for i� j ∈N with

i � j are on different sides of the bipartition because of (4b). Let A and B be the two sides
of the bipartition. We define an extension L of P by setting L �= A∪ P . We claim that L
is nonseparating. Indeed, suppose �i� j� ∈ P and k � �i� j�. By (4c), �i� k� and �k� j� are on
different sides of the bipartition, and so are �k� i� and �j� k�. Hence, either �k� i�� �k� j� ∈A
or �i� k�� �j� k� ∈A. �

We follow up with one of the main results of this section.

Theorem 3.4. The vertex cover graph GCS�P� associated with [CS′-LP] is bipartite if
and only if P is two-dimensional.

Proof. With Proposition 3.1 and Theorem 3.3 already in place, we only need to show
that if a partial order has a nonseparating extension, then it has a nonseparating linear
extension. So, let L be a nonseparating extension of P and assume that L contains a
cycle �i� j�� �j� k�� �k� i�. Let �i�+ �= �j ∈ N� �i� j� ∈ L� and �i�− �= �j ∈ N� �j� i� ∈ L�, as
depicted in Figure 3.
It follows from the transitivity of P and from L being nonseparating that no job in �i�+

can be the predecessor of any job in �i�− with respect to P . Therefore, L′ �= �L\��i�+ ×
�i�−��∪ ��i�− × �i�+� is an extension of P . Let us check that L′ is nonseparating. To this
end, consider �r� s� ∈ P and t � �r� s�. We have to show that either �t� r�� �t� s� ∈ L′ or
�r� t�� �s� t� ∈ L′. We distinguish three cases:
(i) r� s ∈ �i�+ or r� s ∈ �i�−. If r� s� t ∈ �i�+ or r� s� t ∈ �i�−, the claim follows because L

is nonseparating. If t ∈ �i�∪ �i�− and r� s ∈ �i�+, then �t� r�� �t� s� ∈ L′, and we are done.
Similarly, if t ∈ �i�∪ �i�+ and r� s ∈ �i�−, then �r� t�� �s� t� ∈ L′.
(ii) r = i or s = i. In this case there is nothing to prove because L and L′ coincide in the

arcs adjacent to r and s.
(iii) r ∈ �i�− and s ∈ �i�+. In this case, �r� i� ∈ P or �i� s� ∈ P because L is nonseparating.

Let us assume that �r� i� ∈ P . (The other case can be handled similarly.) We consider three
subcases:
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Figure 3. Definition of �i�+ and �i�−. Bold arcs represent precedence constraints and cannot go from �i�+

to �i�−. The extension L contains at least one arc from �i�+ to �i�−, forming a cycle. In L′, all arcs are directed
from �i�− to �i�+.

(a) t ∈ �i�+. Suppose that �r� t�� �t� s� ∈ L′. Because �t� s� ∈ L and L is nonseparating,
�r� t� 	∈ L. However, then �i� t�� �t� r� ∈ L, which together with �r� i� ∈ P contradicts the
fact that L is nonseparating.

(b) t ∈ �i�−. Suppose that �r� t�� �t� s� ∈ L′. This time we can deduce that �r� t�� �t� i� ∈
L contradicting again the nonseparability of L.

(c) t = i. This cannot happen because t � �r� s�.
We infer that L′ is nonseparable. Moreover, L′ contains at least one less cycle than L.

We obtain the result inductively. �

Because it is well known that the feasible region of the vertex cover linear program is
integer if and only if the underlying graph is bipartite (Nemhauser and Trotter [19]), we
immediately have the following corollary to Theorem 3.4.

Corollary 3.5. The partial order G = �N �P� of an instance of 1�prec�∑wjCj is
of dimension 2 if and only if every basic feasible solution of the corresponding linear
programming problem [CS-LP] is integer.

It is illuminating to go back and consider [CH′-LP] for two-dimensional precedence
constraints. Let L be a nonseparating linear extension. If one eliminates all variables !ij
with �j� i� ∈ L by using the equations !ij+!ji = 1, then the constraints (4c) in the remaining
variables are either !ki � !kj or !jk � !ik. Written in this form, it is obvious that [CH′-
LP] is a minimum weight closure problem. The minimum weight closure problem in a
node-weighted digraph is the problem of finding a subset C of nodes of minimum weight
such that v ∈C for all arcs �u� v� with u ∈C. Using binary variables zu, it has the following
integer programming formulation:

min
∑
u

wuzu

s.t. zu− zv � 0 for all arcs �u� v��

zu ∈ �0�1� for all nodes u�

It is known that the constraint matrix is totally unimodular. In fact, a simple transformation
shows that the minimum weight closure problem is equivalent to the minimum cut problem
(Balinski [2], Rhys [29], Picard [22], and Chang and Edmonds [3]).
Let us now turn to the study of approximation algorithms for 1�prec�∑wjCj when the

precedence graph is of dimension 2. Kolliopoulos and Steiner [14] presented an approxima-
tion algorithm with performance guarantee �

√
5+1�/2+� for this problem, using machin-

ery developed by Woeginger [34]. Here, we give a simple, combinatorial 3/2-approximation
algorithm. It is important to emphasize that the complexity of the scheduling problem with
two-dimensional partial orders is still open. Together with the above results, the correctness
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of Conjecture 2.1 would imply that 1�prec�∑wjCj is solvable in polynomial time for two-
dimensional precedence constraints. On the other hand, if this problem is NP-hard, then
Conjecture 2.1 is false, unless P=NP!
Our 3/2-approximation algorithm first computes a Sidney decomposition �S1� S2�

� � � � Sk�. Note that the partial order induced by Si is also two-dimensional for each i =
1�2� � � � � k. Let Li and L

′
i be two linear extensions whose intersection is equal to this partial

order. For each i= 1�2� � � � � k, we choose the linear extension from Li and L
′
i that results

in the sequence with a smaller objective function value for job set Si. We create the entire
sequence by concatenating the chosen linear extensions in order.

Theorem 3.5. The scheduling problem 1�prec�∑wjCj with two-dimensional prece-
dence constraints has a 3/2-approximation algorithm.

Proof. We will actually prove a slightly stronger result. Namely, we will show that the
above algorithm is a 3/2-approximation algorithm for the

∑
j wjSj objective, where Sj �=

Cj − pj is the starting time of job j . Theorem 3.1 implies that we can restrict our analysis
to the case in which the set N of jobs is �-maximal. Let L and L′ be two linear extensions
such that P = L∩L′. For X ⊂ N ×N , we define C�X� �=∑

�i� j�∈X piwj . Moreover, we let
C�N� �=∑j∈N wjpj . Observe first that

C�L�+C�L′��w�N�p�N�+C�P�−C�N��

Obviously, C�P�� OPT, where OPT is the weighted sum of starting times of an optimal
schedule. In the next section, we will show that the weighted sum of starting times of every
feasible schedule of a �-maximal instance is at least w�N�p�N�/2−C�N�/2 (Lemma 3.2).
Hence, C�L�+C�L′�� 3OPT. The result follows. �

Note that one can replace OPT in the above proof with the optimal value of [CH-LP],
where the objective function is just

∑
i� j∈N piwj!ij .

3.5. Bounds. We now give a closed-form lower bound on the value of an optimal
solution to [CH-LP] for �-maximal instances. The bound implies the following lower bound
on the value of a feasible schedule, which was used by Chekuri and Motwani [4] and
Margot et al. [17] to show that each algorithm in family (C) is a 2-approximation: for a
�-maximal set N and for any feasible schedule of the jobs in N ,

w�N�p�N�/2�
∑
j∈N

wjCj � (5)

Actually, it is not difficult to show (e.g., by using two-dimensional Gantt charts as in
Goemans and Williamson [9]) that one can replace

∑
j∈N wjCj in (5) by the weighted sum

of midpoints
∑

j∈N wjMj . Here, Mj �=Cj −pj/2. The following lemma provides a slightly
stronger result by replacing the midpoints of a feasible schedule with that of any fractional
solution.6

Lemma 3.2. Let ! be a feasible solution to [CS-LP] over a �-maximal ground set N .
Then,

w�N�p�N�/2�
∑
i� j∈N

piwj!ij +
∑
j∈N

pjwj/2� (6)

Proof. Let ! be an optimal basic feasible solution to [CH-LP]. We know from previous
arguments (or Chudak and Hochbaum [5, Theorem 2.4]) that ! is half-integral. We can

6 Theorem 4.5 of Margot et al. [17] yields the same lower bound for the weighted sum of completion times of any
feasible solution to [CS-LP].
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therefore express the right-hand side of (6) as∑
i� j∈N

piwj!ij +
∑
j∈N

pjwj/2=
∑
i� j∈N
!ij=1

piwj +
∑
i� j∈N
!ij=1/2

piwj/2+
∑
j∈N

pjwj/2�

On the other hand, we can rephrase the left-hand side as well:

w�N�p�N�/2= ∑
i� j∈N
!ij=1

piwj/2+
∑
i� j∈N
!ij=0

piwj/2+
∑
i� j∈N
!ij=1/2

piwj/2+
∑
j∈N

pjwj/2�

After canceling terms, all we have to prove is∑
i� j∈N
!ij=1

piwj �
∑
i� j∈N
!ij=0

piwj �

It will be helpful to rewrite both terms again:∑
i� j∈N
!ij=1

piwj =
∑
j∈N

wj
∑
i∈N
!ij=1

pi and
∑
i� j∈N
!ij=0

piwj =
∑
j∈N

wj
∑
i∈N
!ji=1

pi�

For a fixed job j ∈ N , the sets Ij �= �i ∈ N� !ij = 1� and Fj �= �i ∈ N� !ji = 1� are an
initial set and a final set in GN , respectively, because ! is feasible. Lemma 2.1 implies that
��Ij�� ��N�� ��Fj�, and so we obtain∑

i� j∈N
!ij=1

piwj �
1

��N�

∑
i� j∈N
!ij=1

wiwj �
∑
i� j∈N
!ji=1

piwj�

which concludes the proof. �

One consequence of Lemma 3.2 is a strengthening of the result by Chekuri and
Motwani [4] and Margot et al. [17]. Namely, we can show that every schedule produced by
Algorithm (C) is within a factor of 2 for the objective of minimizing the weighted sum of
starting times. Because of Theorem 3.1, we can confine our analysis to �-maximal sets N .
Let Sj be the starting time of job j in any feasible schedule; Cj is its completion time. Let
! be an optimal solution to [CH-LP]. Then,∑

j∈N
wjSj =

∑
j∈N

wjCj −
∑
j∈N

wjpj �w�N�p�N�−
∑
j∈N

wjpj � 2
∑
i� j∈N

piwj!ij �

Here, we used (6) for the second inequality. As
∑

i� j∈N piwj!ij is a lower bound on the
optimal weighted sum of starting times, the result follows.

Corollary 3.6. Every schedule that is consistent with Sidney’s decomposition is a
2-approximation for the weighted sum of starting times objective.

At the same time, it follows that the optimal value of [CH-LP] (and, therefore, that
of [P]) is within a factor 2 of that of the optimal schedule. A construction proposed by
Chekuri and Motwani [4] implies that this bound is tight (for [P] and, hence, for [CH-LP]),
regardless of whether one considers the weighted sum of starting times or the weighted sum
of completion times objective.

4. Structure of the LP in completion time variables. In this section, we study proper-
ties of the [QW-LP] relaxation of 1�prec�∑wjCj . In particular, we show that Algorithm (A)
is consistent with Sidney’s decomposition as well. Moreover, we relate the structure of the
optimal solutions to this linear programming relaxation to Sidney’s decomposition theorem.
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We show that in an optimal solution of [QW-LP], the tight parallel inequalities are exactly
those corresponding to the sets in a Sidney decomposition. Margot et al. [17] proved this
result for the case where [QW-LP] is solved over a non-Sidney-decomposable set.
Borrowing notation from Margot et al. [17], we define the family of tight sets associated

with an optimal solution C to [QW-LP] as

7�C� �= �S ⊆N� inequality (3b) is tight for S��

By convention, 
∈ 7�C�. The following lemma combines Lemmas 4.1 and 4.2 in Margot
et al. [17].

Lemma 4.1 (Margot et al. [17]). Let C be an optimal solution to [QW-LP]. Let S ∈
7�C� be a nontrivial tight set (i.e., S 	= 
).

(i) For all jobs i ∈ S, Ci � p�S�, and the inequality holds with equality if and only if
S\�i� ∈ 7�C�.

(ii) For all jobs j 	∈ S, Cj � p�S�+pj , and the inequality holds with equality if and only
if S ∪ �j� ∈ 7�C�.
(iii) If there is no tight set T ⊂ S with �T � = �S� − 1, then Cj − Ci > pj for all i ∈ S,

j ∈N\S.
(iv) If there is no tight set T ⊃ S with �T � = �S� + 1, then Cj − Ci > pj for all i ∈ S,

j ∈N\S.
Throughout this section, we assume that C is an optimal solution to [QW-LP] and that

C1 � C2 � · · ·� Cn. Parts (i) and (ii) of Lemma 4.1 imply that all sets in 7�C� are of the
form �1� � � � � k� for some k ∈ �0�1� � � � � n�. For A�B ⊆ N = �1� � � � � n� with A ∩ B = 

and �> 0, we define the perturbed completion time vector C��A�B� as follows:

C�
i �A�B� �=


Ci+ �/p�A� for all i ∈A�
Ci− �/p�B� for all i ∈ B�
Ci for all other jobs�

Theorem 4.1. Let C be an optimal solution to [QW-LP], and let �S1� S2� � � � � Sk� be
the reduced Sidney decomposition of N . Then, inequality (3b) is tight for the sets S1� S1 ∪
S2� � � � � S1 ∪ S2 ∪ · · · ∪ Sk.
Proof. Suppose that the claim is false. Let ) be the smallest index in �1�2� � � � � k−1�7

such that Q) �= S1 ∪ S2 ∪ · · · ∪ S) 	∈ 7�C�, and let �1� � � � � r� and �1� � � � � s� be the largest
set in 7�C� contained in Q) and the smallest set in 7�C� containing Q), respectively.
We define C��A�B� by taking A �= �N\Q)�∩ �r + 1� � � � � s� and B �=Q) ∩ �r + 1� � � � � s�.
Let us argue that C��A�B� is a feasible solution of [QW-LP]. As �1� � � � � q� 	∈ 7�C� for
r + 1 � q � s − 1, C��A�B� satisfies all parallel inequalities (3b) for sufficiently small
� > 0. Now, consider the precedence constraint (3c) for �i� j� ∈ P . If i ∈ A but j 	∈ A, then
j > s. As �1� � � � � s� ∈ 7�C� but �1� � � � � s − 1� 	∈ 7�C�, it follows from Lemma 4.1(iii)
that Cj − Ci > pj . If j ∈ B but i 	∈ B, then i ∈ �1� � � � � r�. Because �1� � � � � r� ∈ 7�C� but
�1� � � � � r + 1� 	∈ 7�C�, it follows from Lemma 4.1 (iv) that Cj − Ci > pj . In either case,
C��A�B� is a feasible solution to [QW-LP] for sufficiently small �> 0. Because A is initial
in GN\Q) and B is final in GS)

, the difference in the objective function values between C
and C��A�B� is ����B�− ��A�� > 0. This contradicts the optimality of C; consequently,
Q) ∈ 7�C� for )= 1�2� � � � � k. �

By applying parts (i) and (ii) of Lemma 4.1 to the tight sets specified in Theorem 4.1,
we obtain the main result of this section.

7 Inequality (3b) is always tight for N = S1 ∪ S2 ∪ · · · ∪ Sk because we assumed that w�F � > 0 for all final
sets F ⊆N .
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Corollary 4.1. Let C be an optimal solution to [QW-LP], and let �S1� S2� � � � � Sk� be
the reduced Sidney decomposition of N . Then, Cj −Ci � pj for all pairs i� j of jobs with
i ∈ S) and j ∈ S)+1 for some ) ∈ �1�2� � � � � k−1�. In particular, Algorithm (A) is consistent
with Sidney’s decomposition.

Let us finally show that the sets in a Sidney decomposition are essentially the only
tight sets in an optimal solution to [QW-LP]. For this, we have to look at an appropriate
Sidney decomposition, which we get by assuming that C is the unique optimal solution.8

Let �Q1�Q2\Q1� � � � �Qk\�Q1 ∪ � � � ∪ Qk−1�� be a Sidney decomposition of N such that
Qi = �1� � � � � qi� with q1 < q2 < · · · < qk = n. Suppose that �1� � � � � r� ∈ 7�C� for some
qi < r < qi+1. If, in addition, r is such that �1� � � � � r + 1� 	∈ 7�C�, then we let A �=
�qi+1� � � � � r� and B �= �r +1� � � � � qi+1�. Consider C��A�B�. Using Lemma 4.1, one can
easily check that C��A�B� is feasible. Note that A is initial in Gqi+1� � � � �qi+1 while B is final
in Gqi+1� � � � �qi+1 . Therefore, the objective function value of C��A�B� is not worse than that
of C—a contradiction. Thus, all parallel inequalities associated with the sets �1� � � � � s�
must be tight for qi � s � qi+1. Therefore,

Cj =Cqi +
j∑

)=qi+1
p) for all qi � j � qi+1�

This implies that Qi+1\Qi must form a chain; i.e., �qi + 1� qi + 2�, �qi + 2� qi + 3�, � � � �
�qi+1 − 1� qi+1� ∈ P . Otherwise, C��A�B� with A �= �qi + 1� � � � � t� and B �= �t + 1�
� � � � qi+1� for t such that �t� t+ 1� 	∈ P , is another optimal solution for [QW-LP]. It follows
that inequalities (3b) for �1� � � � � r� for qi < r < qi+1 are implied by the parallel inequalities
for the sets in a Sidney decomposition and inequalities (3c). We have proved the following
theorem, which characterizes the tight inequalities of an optimal solution to [QW-LP].

Theorem 4.2. Let C be the unique optimal solution to [QW-LP], and let �S1� S2�
� � � � Sk� be a Sidney decomposition of N . Then, the parallel inequalities (3b) are tight for
the sets S1� S1 ∪ S2� � � � � S1 ∪ S2 ∪ · · · ∪ Sk. All other parallel inequalities (3b) are either
redundant or not tight.
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