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About the project

Chilesincáncer Foundation -with the support of MSD Laboratory and in collaboration with the Pontifical Catholic University of Chile, the Faculty of Engineering at the University of Chile, the Southeast Metropolitan Health Service, the Complex Engineering Systems Institute, and Complejo Asistencial Dr. Sótero del Río Hospital- has developed a research project initiated in 2020. The project aims to create a new strategy for the early diagnosis and treatment of lung cancer using artificial intelligence in Chile.

This is an example of public-private partnership and collaboration to develop supportive tools aimed at improving the health of our country.

About Chilesincáncer

Chilesincáncer Foundation is a non-profit organization that was established in 2015 with the purpose of reducing the inequality of opportunities in the face of cancer. We work by forming public-private alliances to seek solutions and provide better opportunities for diagnosis and treatment of cancer for adults served in the public health system. For more information, visit www.chilesincancer.cl

Abstract

This document addresses the pressing issue of early detection of suspected lung cancer in Chile, where late-stage diagnoses and high mortality rates prevail. The authors introduce a novel digital tool powered by artificial intelligence (AI) to enhance the identification of potential lung cancer cases from computed tomography (CT) reports. By focusing on key sections of the reports and employing various machine learning models, including a balanced Random Forest, the tool achieved promising results in terms of accuracy and F1-score. When applied to 13,326 CT chest reports from the entire year 2022, it successfully identified 377 CTs of patients with suspected lung cancer previously undetected and not managed by the local lung cancer specialized team. This study underscores the potential of AI in early cancer detection and highlights the importance of its integration to the work of multidisciplinary teams. By increasing the number of patients timely referred for specialized management, the
proposed tool ("OncovigIA") offers a promising path towards improving lung cancer survival rates in Chile and beyond, with future prospects for its broader implementation, extending it to other cancer types and/or healthcare-related texts for continuous surveillance aiming at the early diagnosis and treatment of cancer.

**Introduction**

Worldwide, lung cancer is the most lethal cancer, resulting in 1.7 million deaths and killing more people than the next three deadliest cancers combined in the year 2020 [1]. In Chile, cancer leads in all-cause mortality and generates a tremendous social impact, with associated enormous costs for the healthcare system. In this context, lung cancer is among the five types of cancer with the highest risk burden, and ranks first in cancer mortality, being responsible for 3,550 deaths in 2020 [2]. Of note, the 5-year survival rate for lung cancer in Chile is substantially lower than in other countries in the region [3]. One of the main causes explaining this poor performance is the high smoking rates in the country, which are above the OECD average [4], but there are also delays in diagnosis, with the majority of patients being diagnosed with late-stage disease, no national screening or early detection strategies available and only a recent incorporation of lung cancer —starting in 2019— into the major public health program of “Explicit health guarantees” [31]. Chile's public healthcare insurance (“FONASA”) and its associated healthcare facilities cover over 80% of the population; it disproportionately concentrates older people, with more comorbidities and adverse social determinants of health [5]. Furthermore, Chilean healthcare institutions and providers form complex networks that often present problems in data integration and case management, increasing the chance of late diagnoses, slow workup studies, and low adherence to treatments.

Lung cancer diagnosis presents a tremendous challenge, and a large proportion of patients receive their first cancer-related care when they are admitted to the emergency department with severe symptoms or cancer-related complications, such as pneumonia [6] or thromboembolism [7]; this situation partly explains their limited survival outcomes. In this context, the concept of early detection becomes extremely important, and one way to accomplish that, given the lack of a national lung cancer screening program, is the active management of pulmonary nodules. These are benign in 95% of cases (e.g. granulomas), but must be properly followed and eventually studied invasively to rule out lung cancer. In very general terms, their management takes into account (a) pre-test probability of cancer according to patient-related risk factors (e.g. smoking, pre-existing lung disease, etc.), (b) characteristics in the nodule itself on imaging studies (solid vs subsolid nodules, calcification pattern, etc.), (c) comorbidities, (d) lung function and (e) patient preferences. Options include getting follow-up imaging, a PET-CT study, obtaining a biopsy, and treating the lesion, either by surgical resection or radiosurgery (Stereotactic body radiation therapy, “SBRT”); the decision is ideally made on a case-by-case evaluation, by an interdisciplinary team specialized in lung cancer management [8].

Este documento es propiedad exclusiva de la Fundación Chilesincáncer. Queda estrictamente prohibida su reproducción, difusión y utilización no autorizada, total o parcial, sin el previo y expreso consentimiento por escrito de la Fundación Chilesincáncer.
Starting in 2020, a lung cancer diagnosis and management plan was implemented in one of the largest public hospitals in Chile (“Complejo Asistencial Dr. Sótero del Río”). In this model, a multidisciplinary team cares for patients throughout their diagnostic and treatment procedures and keeps tracking them throughout their recovery process, supported by an informatic system that allows patients’ follow-up and provides a communication channel between professionals. To date, this model has already been implemented on 245 patients (80-100 per year approx.), subjectively improving the coordination of care between the different agents involved in their management. The core of the model is case management by a specialized nurse navigator who coordinates team activities and maintains contact with patients throughout the period of diagnostic studies and treatment. However, one of the main limitations of the widespread use of this model is that it still receives a low number of referrals by healthcare professionals, partly due to the lack of fluent communication between primary care centers and hospitals, and also because of the heavy workload faced by specialized medical personnel in charge of referring suspected cases (e.g. emergency physicians, radiologists, etc.).

Thus, here we present the development of a new digital tool for detecting suspected cases as early as possible, which integrates artificial intelligence (AI) into the previously implemented strategy of specialized lung cancer clinical case management by monitoring the reports of chest CTs. This tool seeks to establish a first experience of massive surveillance of lung nodules and suspected lung cancer connected to specialized lung cancer case management. As will be described below, in the mid-long term, we hope this experience could be replicated in the rest of the Chilean health system, with the aim of improving lung cancer outcomes through the early detection and timely treatment of suspected cases.

This document is organized as follows: Section 2 describes a short literature review of cancer detection techniques and cases where AI has been successfully used for this purpose. Section 3 presents the data we used and the different models we developed; we focused on machine learning models for the classification of chest CT reports, text representation, and treatment of imbalanced classes. Section 4 shows the results obtained with the algorithms we trained over our data. Section 5 presents a discussion of these results and their implications, while Section 6 concludes this report and hints at future work avenues.

Literature review

Clinical decision support systems (CDSS) allow medical teams to have specific information related to patients or their diseases, in order to improve care, and a recent systematic review of 24 studies evaluating CDSS in oncology practice concluded that there is a positive impact.
of CDSS on quality of care [8]. Furthermore, there are successful experiences in which this type of system has improved the detection of lung cancer cases in CT image sets [28].

A relevant aspect of this project is the use of AI-oriented to health and the study of cancer in particular. [10] conclude that by integrating machine learning in diagnosis, treatment, and management, AI can "empower physicians to provide personalized care of the highest quality in an efficient manner that meets the demands of modern clinical practice". In Chile, these types of applications are still very incipient, although promising initiatives have been developed recently. In an interesting case, a Natural Language Processing algorithm to classify referrals that have guaranteed treatments by law was developed [9].

AI has been applied to lung cancer screening using CXR and chest CT since the 1960s [29]. In this scenario, AI has shown potential for improving the diagnosis of lung cancer through the analysis of computed tomography (CT) reports, and AI-assisted diagnostic systems for CT images have demonstrated considerable diagnostic accuracy for lung cancer diagnosis, making them valuable tools in the field of clinical diagnosis [12]. Also, several AI models have been developed and compared for their performance in lung nodule cancer detection. Potentially, these models could assist physicians by reducing their workload, optimizing hospital operational workflow, and providing more time to develop high-quality doctor-patient relationships [13].

Deep learning techniques have been extensively used for lung cancer detection and classification using CT images. Various deep learning models have been compared for their effectiveness in detecting and classifying lung cancer [14]. One notable AI tool developed by MIT researchers ("Sybil"), has shown promising results in predicting whether a person will develop lung cancer up to six years in advance, with an accuracy of 86% to 94% to predict the development of it in the year to come [15]. Furthermore, AI algorithms with high diagnostic accuracy have been found to improve radiologists' performance in detecting lung cancers on chest X-rays, and increase human acceptance of AI suggestions [16].

While AI has shown promising results in lung cancer detection and diagnosis, there are still challenges to overcome; some include the need for a more extensive validation of AI algorithms, balanced collaboration between men and machines, and the development of models that could adapt to differing clinical contexts [17].

**Materials and methods**

This report describes the development of an AI tool using medical records and chest CT reports from the hospital “Complejo Asistencial Dr. Sótero del Río” to detect suspected lung cancer or other pulmonary lesions (e.g. lung nodules) that need follow-up studies to rule it out. In the following, we first describe the data we had available in more detail; then we
present the AI methods we used, and finally, the results of the retrospective application of the tool for the detection of cases in a new data set covering an entire year (2022) of chest CT reports.

**Data description**
We first present the data available for this study. Then we address the particular problem of labeling we had to address due to low data quality.

**Lung cancer at “Complejo Asistencial Dr. Sótero del Río”**
“Complejo Asistencial Dr. Sótero del Río” is a large secondary hospital in the southeast urban area of Santiago, Chile’s capital city. It provides healthcare for a large population, serving the densely populated communities of Puente Alto, La Florida, San Ramón, La Granja, La Pintana, San José de Maipo, and Pirque, covering over 1.5 million people. Table 1 shows the number of chest CTs obtained by year; of note, the reduced number performed in 2020 is explained because of the COVID-19 pandemic and its associated effects on healthcare provision. Table 2 shows some demographic characteristics of the population that underwent chest CT studies in 2021.

**Table 1: CTs at Dr. Sótero del Río displayed by year**

<table>
<thead>
<tr>
<th>Year</th>
<th>Nº Chest CTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020</td>
<td>8,844</td>
</tr>
<tr>
<td>2021</td>
<td>12,261</td>
</tr>
<tr>
<td>2022</td>
<td>13,326</td>
</tr>
</tbody>
</table>

**Table 2: Age and sex distribution for patients who went through a chest CT in 2021**

<table>
<thead>
<tr>
<th>Age (mean)</th>
<th>Sex</th>
</tr>
</thead>
<tbody>
<tr>
<td>58,3</td>
<td>Male (51.1%)</td>
</tr>
<tr>
<td>60,5</td>
<td>Female (48.5%)</td>
</tr>
</tbody>
</table>

Broadly speaking, chest CT reports in this particular healthcare setting are structured in three main sections: clinical history and diagnostic hypothesis, study findings, and conclusions.

**Clinical history**: Summarizes patients’ relevant clinical history, possible symptoms, and any recent relevant procedures or surgeries. It also includes the reason why the chest CT scan was obtained. This information is important for radiologists to interpret chest CT scan
findings and for eventual patient care or follow-up recommendations.

**Findings**: This section describes in detail specific findings on the chest CT scan images. Findings are typically divided into two categories: normal findings and abnormal findings. In general terms, the former are expected and do not indicate any medical problems, while on the contrary the latter are not expected and may indicate a medical problem. Radiologists describe abnormal findings in detail, including size, location, and specific features if applicable (Figure 1).

**Conclusions**: This section summarizes the most important findings from the chest CT study and eventually provides recommendations for patient care. Radiologists may also discuss differential diagnosis, which is a list of possible causes for abnormal findings, and could recommend follow-up tests or procedures if necessary.
**Figure 1:** Examples of abnormal chest CT findings and their descriptions by radiologists.

<table>
<thead>
<tr>
<th>Round atelectasis</th>
<th>Lung nodule suspicious of malignancy</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Round atelectasis" /></td>
<td><img src="image2.png" alt="Lung nodule suspicious of malignancy" /></td>
</tr>
<tr>
<td>An oval subpleural lesion is observed in the left lower lobe, accompanied by curvilinear bands produced by the pulling of the bronchovascular bundles (&quot;comet tail&quot; sign).</td>
<td>There is a right upper lobe lung nodule with spiculated margins, measuring 11 mm and highly suspicious of lung cancer.</td>
</tr>
<tr>
<td>This patient does not need specialized case management nor follow-up.</td>
<td>This patient benefits from specialized case management in order to rule out (or treat) lung cancer.</td>
</tr>
</tbody>
</table>

**Data labeling**

Like the great majority of hospitals in Chile, Complejo Asistencial Dr. Sótero del Río does not have a single, centralized system for tracking all cases of lung cancer. This means there is no unique and accurate way to know how many people are diagnosed each year. Additionally, independent systems that do exist (e.g., pathology studies) are often incomplete or inaccurate. Furthermore, we are not only aiming at identifying definitive or confirmed lung cancers but also at finding people with lung nodules that need tomographic follow-up or other specific management to rule out the diagnosis.

One of the challenges of lung cancer is that many cases are not definitely confirmed (e.g., by biopsy). This is especially true in low- and middle-income countries, where access to cancer screening and diagnostic workups is limited. Manual labeling of chest CT reports can help identify under-represented cases of lung cancer by reviewing scans from patients whose cancer was not confirmed or adequately studied, and also cases in which the disease was...
ruled out at a later stage but needed follow-up studies. This information could then be used to target cancer control programs in areas where lung cancer is most prevalent.

Hence and bearing in mind our target population, manual labeling of chest CT reports was necessary to create an accurate dataset for training our models. To be labeled as positive, reports had to describe either a definitely suspicious image (like a lung mass) or a single (or multiple) lung nodule(s) or other images in need of follow-up studies according to the radiology report (like a subsequent chest CT in 3-6 months). Of note, cases were considered “positive” for suspicion irrespective of whether there was another primary tumor described in the same study (e.g. a person being treated for colorectal cancer with a sigmoid tumor develops a suspicious lung nodule). Cases were considered negative in case of definitive metastatic disease to the lungs originating elsewhere. The concept behind this strategy was to exclusively detect lung cancer or its precursor lesions regardless of the simultaneous presence of other cancers but to avoid the detection of overt metastatic lung disease. Initially, we labeled 1,190 cases, of which 180 were considered suspicious and 1,010 were not leading to an imbalanced data set. All of these CT reports corresponded to 2021, so we could evaluate our model later on cases from 2020 and 2022. Table 3 shows the resulting data set.

**Table 3: Available data (CTs year 2021)**

<table>
<thead>
<tr>
<th>Labeled</th>
<th>Suspected lung cancer</th>
<th>180</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not suspected lung cancer</td>
<td>1,010</td>
</tr>
<tr>
<td>Not labeled</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>12,261</td>
</tr>
</tbody>
</table>

**Artificial Intelligence Approaches**

In the following subsections, we present machine learning models we used, approaches for text representation, and techniques to treat the class imbalance problem. Finally, we briefly describe how we deploy the developed models.

**Models**

**Decision Trees (DT):** Decision trees (DTs) are a tree-like design architecture in which internal nodes represent features and branches represent decision functions. This flowchart-like structure makes DTs useful for decision-making. DTs are nonparametric methods, meaning that they do not make any assumptions about the underlying probability distribution of the data. This makes them robust to overfitting and allows them to be used with high-
The DT algorithm first splits the data by selecting the best attribute using attribute selection measures (ASMs). The chosen attributes become decision nodes, and the data is split into subsets based on these attributes. The algorithm then recursively repeats this process on each child node until one of the stopping conditions is met, such as all tuples having the same attribute value.

**Random Forest (RF):** This algorithm works in two steps [18]:

1. Constructing many DT classifiers: In this phase, the RF algorithm constructs a large number of DT classifiers. Each DT classifier is constructed using a random subset of the training data and a random subset of the features. This ensures that each DT classifier is different from the others and that the RF model is not overfitting the training data.

2. Integrating these classifiers into voting: In this phase, the RF algorithm uses the DT classifiers to vote on the test samples. Each DT classifier votes for the class that it predicts for the test sample. The final decision for the test sample is made using the most dominant rule. This means that the class with the most votes is the class that is assigned to the test sample.

**XGBoost:** Gradient boosting is an ensemble learning algorithm that combines a set of weak learners to create a strong learner. XGBoost is known for its high accuracy and speed, and it is a popular choice for text classification tasks.

XGBoost works by iteratively adding weak learners to a model. Each weak learner is a decision tree that is trained to predict the residual errors of the previous weak learners. The residuals are the differences between the actual values and the predictions of the previous weak learners [19].

**BERT (Bidirectional Encoder Representations from Transformers):** This is a pre-trained language model that can be used for a variety of natural language processing tasks, including text classification [20]. BERT works by first encoding the input text into a sequence of vectors. These vectors represent the meaning of each word in the text, taking into account the context of the words around it. BERT can then be used to classify the text into a specific category by comparing the encoded text to a set of known categories.

**LSTM (Long Short-Term Memory):** This is a type of recurrent neural network (RNN) that is well-suited for text classification tasks. RNNs are able to learn long-term dependencies in sequences, which is essential for text classification because words in a sentence often have meaning in relation to other words in the sentence. LSTMs are a particular type of RNN that are able to overcome the vanishing gradient problem, which is a problem that can occur in RNNs when trying to learn long-term dependencies [21].

LSTMs can be used for text classification by first converting the text into a sequence of
numbers. This can be done using a technique called word embedding, which maps each word in the vocabulary to a unique vector of numbers. The LSTM network can then be trained on a dataset of labeled text. The labels for the text can be anything from sentiment (positive, negative, neutral) to topic (sports, politics, entertainment). The LSTM network will learn to associate the sequence of numbers representing the text with the correct label.

Text representation
Text representation is a necessary step in the machine learning process, as it bridges the gap between raw, unstructured text data and the learning algorithm. In this study, we evaluated two types of algorithms:

1. Traditional algorithms, such as Random Forests (RF) and Decision Trees (DTs), require a structured matrix to represent the text. For these algorithms, we represented the text in a matrix using the TF-IDF transformation.
2. Neural network algorithms (such as BERT and LSTM) learn their own representation of the text by creating a word embedding. This embedding can be pre-trained or not.

**TF-IDF (Term Frequency - Inverse Document Frequency)** is a statistical measure that is used to quantify the importance of a word in a document. It is a widely used technique for text representation in the task of text classification [22]. TF-IDF is calculated as follows:

Term Frequency (TF): This is the number of times a word appears in a document.

Inverse Document Frequency (IDF): This is the logarithm of the number of documents in a corpus divided by the number of documents that contain the word.

The TF-IDF score for a word is calculated by multiplying the TF score for the word by the IDF score for the word. The TF-IDF score for a word is higher if the word appears more frequently in the document and if the word appears less frequently in the corpus.

TF-IDF is a useful measure for text representation because it captures the importance of a word in a document without being influenced by the length of the document. This makes it a good choice for text classification tasks, where the goal is to identify the topic of a document.

**Word Embeddings**: Word embeddings are a type of representation for text that captures the meaning of words in a way that is useful for machine learning tasks. They are typically represented as vectors of real numbers, where the closeness of two words in the vector space reflects the similarity of their meanings [23].

Word embeddings can be used in text classification tasks by representing each word in a document as its corresponding embedding vector. This allows the machine learning algorithm to learn the relationships between words in the document, which can be used to
classify the document into a particular category.

Class imbalance
Our dataset is imbalanced, with 84.9% of the data belonging to the class “Not suspected lung cancer”. Therefore, we performed multiple methods for tackling class imbalance.

First, we trained the RF, DT, and XGBoost models on the original dataset, which was not modified, and used a TF-IDF representation. Second, we used the imbalanced-learn library to train two modified versions of Random Forest: the Imbalance Random Forest and the Balanced Bagging Classifier.

Third, we proposed our own version for balancing the data. We performed an undersampling of 25% on the majority class, followed by an oversampling of the minority class, so that both classes had a 1:1 ratio. This technique was found to be better than the unbalanced version, and competitive with the imbalanced-learn library in terms of F1-score and Accuracy.

In parallel, we explored training models based on modern techniques such as Transformers. With the help of the Flair library, we fine-tuned a pre-trained BERT model. However, due to the imbalance in the dataset, the models mostly predicted the majority class, resulting in poor performance on the test set.

Deployment
We implemented a computational platform with our predictive models as a web application. The front-end and back-end were implemented using Streamlit in Python. The platform allows two types of inputs: (1) chest CT reports, as text descriptions, and (2) Spreadsheets with chest CT reports.

When a case is evaluated, the platform displays the probabilities of cancer risk and provides a recommendation. When a spreadsheet is evaluated, the platform reports the number of cases where cancer risk is detected and returns the same file with a new column indicating whether cancer risk was detected for that evaluation.

In the modeling process, we realized that clinicians focus their attention on the sections “Clinical history” and “Impressions” of the report written by radiologists. Only in case of doubts do they analyze the “Findings” section. Therefore, we replicated this process in a final version of the model that only considers those two parts for training. This version has less information about the report than the original version.

The version of the model that includes only those two parts outperforms the version of the model that includes the full report since it focuses on the most relevant information.
Therefore, a version of the model where the data is balanced by our process and the #Findings” part are excluded is the most accurate way to train these models. Table 4 summarizes the performance of the different combinations of (model, data) used for training these models. All the results reported are for the test set; the full dataset is summarized in Table 4.

### Table 4: Performance of the best model under different data treatments

<table>
<thead>
<tr>
<th>Data</th>
<th>Model</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not balanced / full report</td>
<td>Random Forest</td>
<td>0.48</td>
<td>0.84</td>
<td>0.77</td>
<td>0.89</td>
</tr>
<tr>
<td>Not balanced / full report</td>
<td>Decision Tree</td>
<td>0.48</td>
<td>0.91</td>
<td>0.78</td>
<td>0.90</td>
</tr>
<tr>
<td>Not balanced / full report</td>
<td>XGBoost</td>
<td>0.57</td>
<td>0.83</td>
<td>0.81</td>
<td>0.90</td>
</tr>
<tr>
<td>Not balanced / full report</td>
<td>Balanced Random Forest</td>
<td>0.93</td>
<td>0.34</td>
<td>0.62</td>
<td>0.66</td>
</tr>
<tr>
<td>Not balanced / full report</td>
<td>Balanced Bagging Classifier</td>
<td>0.93</td>
<td>0.43</td>
<td>0.71</td>
<td>0.76</td>
</tr>
<tr>
<td>Not balanced / full report</td>
<td>BERT</td>
<td>0.10</td>
<td>0.50</td>
<td>0.55</td>
<td>0.87</td>
</tr>
<tr>
<td>Balanced / full report</td>
<td>Random Forest</td>
<td>0.68</td>
<td>0.62</td>
<td>0.78</td>
<td>0.87</td>
</tr>
<tr>
<td>Balanced / full report</td>
<td>Decision Tree</td>
<td>0.59</td>
<td>0.51</td>
<td>0.72</td>
<td>0.82</td>
</tr>
<tr>
<td>Balanced / full report</td>
<td>XGBoost</td>
<td>0.73</td>
<td>0.70</td>
<td>0.82</td>
<td>0.89</td>
</tr>
<tr>
<td>Balanced / Clinical history</td>
<td>Random Forest</td>
<td>0.75</td>
<td>0.73</td>
<td>0.84</td>
<td>0.90</td>
</tr>
<tr>
<td>Balanced / Clinical history</td>
<td>Decision Tree</td>
<td>0.59</td>
<td>0.58</td>
<td>0.74</td>
<td>0.85</td>
</tr>
<tr>
<td>Balanced / Clinical history</td>
<td>XGBoost</td>
<td>0.70</td>
<td>0.72</td>
<td>0.82</td>
<td>0.90</td>
</tr>
</tbody>
</table>
As delineated in Table 4, the model exhibiting the highest F1-score and Accuracy aligns with the Random Forest model, which was trained using balanced data and exclusively relied upon the Clinical History and Impressions extracted from the chest CT reports. Notably, due to the inherent data imbalance within our problem, models trained on non-balanced data encompassing the complete report yielded an average F1-score of 0.7. Upon rebalancing the dataset and incorporating the entirety of the report, these models achieved an average F1-score of 0.77. Subsequently, following the rebalancing process and restricting the model inputs to solely the Clinical History and Impressions, the models achieved an average F1-score of 0.8. This outcome signifies a noteworthy improvement of 0.1 in F1-score through the application of our modeling approach.

**Evaluation of CTs 2022**

After training our model, we decided to validate the results on a new dataset of chest CT reports. As stated before, since we trained on chest CT scans from 2021, we decided to study the ones reported in 2022. To do this, we evaluated all the reports with our best model and handed the results to the specialized clinical team for review.

Our model detected 1,351 suspicious reports out of 13,326 (10.13%). So far the clinical team has evaluated 1209 (100.0%) cases, confirming 621 (51.36%) as correctly labeled by the algorithm for suspected lung cancer; of those, 81 (6.69%) cases were already confirmed lung cancer cases and were being treated accordingly. Interestingly, 377 (31.18%) of the correctly labeled cases were not being treated for lung cancer nor had been referred to the lung cancer team. Therefore, those cases are new findings from the lung cancer team’s perspective and could potentially benefit from their specialized management. Figure 2 shows the results after the evaluation of the clinical team over 1209 cases reported as suspicious by the algorithm.
Discussion

Our work is preceded by the growing relevance of data analysis technologies for the early detection of cancer [5]. On the other hand and regarding case management, multidisciplinary teams (MDT) are considered the gold standard of cancer care; they result in better clinical processes and outcomes for cancer patients, with evidence of improved survival and positive consequences for patients in multiple dimensions [24]. The model proposed in this project considers an AI tool to foster referral to such multidisciplinary teams.

From the clinical standpoint, it is important to highlight several areas. First of all, the preventive approach of this strategy, since it could not only provide surveillance for definitely suspected lung cancer but also for lung nodules that require subsequent studies to rule it out; this is particularly relevant in this context –very common at the regional level– where there is no national Lung Cancer Screening program and the overwhelming majority of lung cancer patients are diagnosed in advanced stages of their illness. Second, it should be noted that the model detected an elevated number of CTs to be studied or followed up, since although it roughly failed half of the time, we can safely assume there will be several hundred cases to manage each year (500-600 CTs approx). Likewise, we must note a significant proportion of cases wrongly labeled by the model had other primary cancers, which must be
taken into account for potential developments to come: theoretically, we could turn to a tool that detected “cancer” in a more general (or “sensitive” way, in diagnostic studies language), filtering subsequently according to their likely primary sites for their appropriate clinical management. Fourthly, this dataset gives us a very valuable opportunity to retrospectively evaluate the effect of specialized nursing management: We will be able to compare the trajectories and outcomes of people who were actually managed by the lung cancer team with those who weren’t, assessing for example how many of them were appropriately followed to confirm or rule out lung cancer, how long it took for confirmed cancer patients to begin treatment, etc. This is extremely important because it is plausible that the nursing case management model could not be sufficient to improve relevant outcomes in this low-resource context as a result of structural barriers that do not respond to patient navigation issues (e.g. lack of equipment, for example for diagnostic studies, such as MRI). Finally, the high number of cases—and potential lung cancers—detected demands a more systemic approach aimed at developing a strategy that could effectively enable their timely management, which should include the design of a currently non-existent service that could serve as an interface and promote patient education and empowerment, incorporating them more actively in the pursuit of appropriate suspected cancer management.

Assuming specialized case management delivers the desired outcomes in this context, we plan to scale this solution in a comprehensive process: OncovigIA will periodically deliver suspicious cases to the clinical team in order to initiate their management, with a specialized nurse in charge of the process of expert medical evaluations and diagnostic and treatment procedures. A traceability tool will aid the navigating nurse record and update the patient’s current cancer stage while monitoring the necessary steps for each patient; these could include proper confirmation studies in cases of a very high probability of cancer (e.g. biopsy, surgery, etc.), but in the majority of cases identified as bearers of lung nodules in which lung cancer is not probable enough at the time of the index CT will lead to later follow-up studies (e.g. a CT 3-6 months after the original one). We expect this strategy to help allocate scarce resources, shorten the diagnosis and treatment times for patients with cancer, and hopefully improve their survival rate.

**Figure 3:** Proposed policy for early lung cancer detection, diagnosis, and treatment
At the same time, the implementation of the previously described process will provide additional information to effectively monitor the developed models: We will closely check the system’s classification and react accordingly in the case of errors of both types retraining the respective models, particularly during the first months of its application. While the current models are classifying satisfactorily, we anticipate several changes over time that could harm their accuracy. Modifying the current protocol to describe CT scans would lead to different input vectors of the predictive models. In that case, standardization of the respective reports could ensure obtaining systematically adequate input vectors. In the case of permanent changes (new technology revealing novel findings in CT scans, improved protocols, etc.) the respective models could be retrained or alternative models could provide better results; see e.g. Table 4 where different models are compared. Monitoring the model's performance over time could also establish insights regarding the feature's importance, and provide feedback for the respective protocols or specific terminology radiologists should follow when describing the respective findings in CT scans. Furthermore, as described in the next paragraph, we expect this monitoring process will also feed new models to detect different types of cancer.

Extending this lung cancer detection tool to other types of cancer entails several challenges, but it is feasible with certain adjustments and considerations following the project's methodology. Firstly, clinical, radiological, and other relevant data must be collected for the specific cancer to be detected. These data may encompass medical reports, medical images, electronic health records, and other medical documents.
Each type of cancer can exhibit specific features in the data that are pertinent to detection, needing the development of new features. Additionally, machine learning models and algorithms for detecting new types of cancer must be adapted. This entails tuning hyperparameters, selecting relevant features, and training specific models. Collaboration with clinical oncology experts and other medical professionals is essential for the success of such projects. In the literature, machine learning stands out for its high effectiveness in predicting various types of cancer, including breast, brain, lung, liver, and prostate cancer [25]. Of note, we are fully aware of the widely known potential for deep learning techniques for imaging—like CT or magnetic resonance—throughout the entire cancer disease trajectory, including early detection, treatment response prediction, enhancement of radiation therapy planning, and others; in the same way and as stated throughout in this report, we agree with a recent review in the need for multidisciplinary engagement to ensure meeting an appropriate case use, a robust development and testing phase prior to its adoption into healthcare systems, and the requisite of a local ecosystem to promote growth of these initiatives [26]. Bearing all those factors in mind, despite the highly reported diagnostic accuracy of AI in the detection of lung cancer on imaging studies [27], we chose a text-based approach at this first stage for considering it more attractive given its potential applicability to the large number of documents that are produced in a healthcare system on a daily basis that could be actively surveilled, but also given the current state of the local healthcare system and its already ongoing models of care.

As a summary of our planned future work, we will apply OncovigIA to more cases, increasing the experience and thus contributing to its continuous improvement. We will also extend its scope for early detection and management of any kind of cancer present in CT scans and to other types of text contained in a wider set of documents or medical reports (e.g. biopsy reports, medical specialties referrals, outpatient visits records, endoscopy reports, etc.), increasing the sensitivity of continuous surveillance supported by AI and lessening the need for referrals or other bureaucratic procedures, always backed up by specialized case management and interdisciplinary teams. Of note, we recognize the need for developing the “patient side” of this strategy and will work on it integrating service design and potentially other disciplines with the objective of fostering patient education and empowerment. Finally, in another avenue for the scaling of this project and dissemination of tools to increase the timely diagnosis of cancer, we will offer OncovigIA to other public hospitals in Chile.

Conclusions
In this project, we present a novel system called OncovigIA, which uses AI for the early detection of suspected lung cancer in chest CT reports from a large public Hospital in Santiago de Chile to improve their timely referral to a specialized interdisciplinary team. Applying OncovigIA to 13,326 cases we obtained excellent results: Depending on the particular model, we could achieve an F1-score of 80%, and an accuracy of 90% for the early detection of
relevant cases. In practice and considering the clinical context in which it will be implemented, it could increase timely referrals for the early detection and treatment of lung cancer, hopefully improving the outcomes of this patient population. Finally, although we recognize several challenges (and anticipate others), we plan to scale this technology to other types of cancer and medical text documents, with the certain possibility of extending its implementation to other healthcare centers in the country.
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