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Plagiarism detection is of special interest to educational institutions, and with the proliferation of digital
documents on the Web the use of computational systems for such a task has become important. While
traditional methods for automatic detection of plagiarism compute the similarity measures on a docu-
ment-to-document basis, this is not always possible since the potential source documents are not always
available. We do text mining, exploring the use of words as a linguistic feature for analyzing a document
by modeling the writing style present in it. The main goal is to discover deviations in the style, looking for
segments of the document that could have been written by another person. This can be considered as a
classification problem using self-based information where paragraphs with significant deviations in style
are treated as outliers. This so-called intrinsic plagiarism detection approach does not need comparison
against possible sources at all, and our model relies only on the use of words, so it is not language specific.
We demonstrate that this feature shows promise in this area, achieving reasonable results compared to
benchmark models.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Plagiarism cases are an everyday topic, for example, in academ-
ics, journalism, scientific research and even in politics. The recent
case where the Hungarian President had to quit over a plagiarism
scandal in April of 2012 is only one of the examples where copying
and plagiarism can become a real problem. With the explosive
growth of content found throughout the Web, people can find
nearly everything they need for their written work, but detection
of such cases can become a tedious task. For these reasons society
needs to tackle this problem with computer-assisted approaches,
and consequently, multiple studies in the field are being con-
ducted. Various methods can be implemented, ranging from docu-
ment-comparison algorithms and systems to scan the Web, to
approaches that utilize language-specific features, for example
for the authorship-attribution task.

Generally speaking, the task of plagiarism detection from an
algorithmic point of view can be divided into two main strategies
(Meyer zu Eißen & Stein, 2006; Meyer zu Eißen, Stein, & Kulig,
2007; Potthast, Stein, Eiselt, Barrón-Cedeño, & Rosso, 2009; Pott-
hast, Barrón-Cedeño, Eiselt, Stein, & Rosso, 2010); those that utilize
only information within the suspected document, denominated
ll rights reserved.
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intrinsic plagiarism detection, and those that compare the sus-
pected document against a set of possible sources (ideally, but
unrealistically, the entire Web). Intrinsic plagiarism detection aims
at discovering plagiarism by analyzing only the suspicious docu-
ment, trying to identify those segments that are potentially written
by another person. For this, current algorithms usually use writing
style modeling techniques, searching for meaningful variations. On
the other hand, external plagiarism detection refers to the task of
comparing the suspected document against possible sources. This
is the classical approach, in which the systems usually begin with
some kind of tokenization or indexing of the documents, and then
look at coincidences and document features before generating the
detected copied passages as output. From exact document copying
to paraphrasing, several levels of plagiarism techniques can be
used in different contexts, according to Meyer zu Eißen et al.
(2007).

The contribution of this work relates to the modeling of writing
style. We explore a model for writing style quantification, aimed at
finding significant deviations in a document’s writing style; these
differing segments could have been plagiarized, and are probably
useful as a starting point to search for possible source candidates.
For example, Bravo-Marquez, L’Huillier, Ríos, and Velásquez (2011)
introduce a way of searching over the Internet for sources by tak-
ing information from the document; one could use these deviated
segments as inputs for the query construction.

This paper is structured as follows. First, in Section 2, the defi-
nition of the problem is presented. Second, in Section 3 we review
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plagiarism detection research. Afterwards, in Section 4, the pro-
posed intrinsic plagiarism detection method is described. In Sec-
tion 5 the experiments and results are presented. Finally, in
Section 6 the conclusions are discussed.
2. Problem definition

One can consider various types of plagiarism in written docu-
ments. The most commonly criticized and easiest to detect is the
infamous ‘‘copy and paste’’, or literal copying, found especially in
students’ work in academic institutions. The different kinds of pla-
giarism are:

� Exact Copy. The passage is copied word for word, without
citation.
� Paraphrasing. The text is modified, but the idea and part of the

words remain the same.
� Plagiarism of ideas. The idea is copied using different words

and language resources.

Verbatim or exact copying can be easily found if the source doc-
uments are present, as shown in Potthast, Eiselt, Barrón-Cedeño,
Stein, and Rosso (2011) and Oberreuter, L’Huillier, Ríos, and Velás-
quez (2011). As the kind of plagiarism becomes more sophisti-
cated, the difficulty of detecting cases of copying increases,
usually because modifications to the copied text become more
complex. This is because automatic methods and algorithms for
plagiarism detection utilize language resources that are easy to
handle in terms of computer science, for example words, syn-
onyms, structures like word n-grams, sentences and so on. But
when the idea is copied using a completely different vocabulary,
or even when paraphrasing, the task becomes harder. It is very dif-
ficult to normalize the text in order to capture the words that rep-
resent the idea behind it using algorithms, and as such, there is still
a long road ahead in terms of research. Nevertheless, improve-
ments to algorithms in recent years are advancing in that direction.

The problem of plagiarism can be found in many areas and thus
affects us in multiple ways. These areas include:

� Academia.
� Scientific research.
� Journalism.
� Patents.
� Literature.

3. Related work

The plagiarism issue can be treated from two perspectives, pre-
vention and detection. As Schleimer, Wilkerson, and Aiken (2003)
states, both can be combined to effectively reduce it. While copy
detection methods can only help after the plagiarism has been
committed, prevention methods can and should educate and
encourage people not to do it, further decreasing its level. Notwith-
standing this fact, prevention methods need the participation of
society as a whole, thus its solution is not trivial. Copy plagiarism
detection methods, on the other hand, are easier to implement, and
tackle the problem at different levels, from simple manual compar-
ison to complex automatic algorithms (Potthast et al., 2010, 2009).

A short overview of plagiarism detection approaches is
presented.

3.1. Intrinsic plagiarism detection

Intrinsic detection of plagiarism refers to the analysis of a doc-
ument, in which one tries to infer if a portion of the text has poten-
tially been plagiarized. The concept was recently introduced by
Meyer zu Eißen and Stein (2006), and is close related to authorship
attribution, where one analyzes the writing style of the text iden-
tifying segments written differently.

This approach to plagiarism detection is especially useful when
no reference collection is available or not all the possible copy
sources are present, thus document-to-document comparison
algorithms cannot be used. In their first work, Meyer zu Eissen
et al. studied the use of style aspects and experimented with an ap-
proach in which they observe that this kind of plagiarism detection
is possible.

In the following years, more studies have been published in
which the intrinsic plagiarism detection problem is further inves-
tigated (Meyer zu Eißen et al., 2007; Oberreuter et al., 2011; Rao,
Gupta, Singhal, & Majumder, 2011; Seaward & Matwin, 2009; Sta-
matatos, 2009; Stein, Lipka, & Prettenhofer, 2011;).

Stamatatos (2009) presented a method for intrinsic plagiarism
detection. As described by its author, this approach attempts to
quantify the style variation within a document using character n-
gram profiles and a style-change function based on an appropriate
dissimilarity measure originally proposed for author identification.
Style profiles are first constructed using a sliding window. For the
construction of those profiles the author proposed the use of char-
acter n-grams. These n-grams are used for getting information
about the writer’s style. The method then analyzes changes in
the profiles to determine if a change is significant enough to indi-
cate another author style.

Seaward and Matwin (2009) introduced Kolmogorov complex-
ity measures as a way of extracting structural information from
texts for intrinsic plagiarism detection. They experimented with
complexity features based on the Lempel–Ziv compression algo-
rithm for detecting style shifts within a single document, thus
revealing possible plagiarized passages.

Stein et al. (2011) presented in their work a description of fea-
tures used for writing style modeling, aimed at intrinsic plagiarism
detection. Their analysis also included results obtained when using
such features to discover plagiarism cases, in which the top three
performers were the Flesch Reading Ease Score, the average num-
ber of syllables per word and the frequency of the term ‘‘of’’.

Oberreuter et al. (2011) reported acceptable results by quantify-
ing and analyzing variations in the use of words.

3.2. Authorship attribution

Authorship attribution is the task of characterizing the writing
style of a document, aiming at recognizing the style of a particular
author. As Juola (2006) in his extensive review explains, authorship
attribution has been important in historic cases where confusion
regarding documents and their authors must be clarified. It is
important in the field of plagiarism detection, as authorship attri-
bution is closely related to intrinsic plagiarism detection, where
the writing style present in the document is analyzed.

In automatic authorship attribution it is important to define and
select linguistic features that can represent the writing style of
authors. In this regard, nearly all studies conducted in automatic
authorship attribution face and treat this fundamental problem.
These features include syntactical and lexical measures with anal-
ysis at the character, word, sentences and whole-text level. Grieve
(2007) studies and compares thirty-nine different measures; Baa-
yen, van Halteren, and Tweedie (1996) studies the use of words
and the use of syntax-based measures and in van Halteren
(2004) a ‘‘linguistic profile’’ is constructed based on multiple lin-
guistic measures.

Other studies that utilize syntactic and lexical measures include
Kern, Seifert, Zechner, and Granitzer (2011); Koppel, Schler, and
Argamon (2009, 2011); Kourtis and Stamatatos (2011); Stamatatos



3758 G. Oberreuter, J.D. Velásquez / Expert Systems with Applications 40 (2013) 3756–3763
(2009); Stamatatos, Fakotakis, and Kokkinakis (1999, 2001) and
Tanguy, Urieli, Calderone, Hathout, and Sajous (2011).

3.3. External plagiarism detection

External plagiarism detection refers to the task of comparing a
suspicious document against the possible sources. Therefore, if a
plagiarism case is found, one has the proof, the passage in the suspi-
cious document and its homologue in a particular source document.
In the case of a comparison between documents two factors become
important. First, the comparison between documents should be
made quickly, potentially considering a large collection of possible
sources. Second, the comparison should be effective, detecting
slightly modified copied passages as well as non-obfuscated ones.

One can separate the multiple approaches proposed so far into
two categories. In the first category, the models compare docu-
ments and their output to determine whether or not the pair of
documents contains plagiarized passages, but provide no detailed
information on which paragraphs are copied. These models can
be considered as one-class classification models, determining
whether a pair of documents is flagged or not.

In this category we can find the approaches from the machine
learning community (,) namely Bao, Shen, Liu, Liu, and Zhang
(2004); Chow and Rahman (2009) and Jun-Peng, Jun-Yi, Xiao-Dong,
Hai-Yan, and Xiao-Di (2003). Bao et al. in Jun-Peng et al. (2003) and
then in Bao et al. (2004) proposed using a semantic sequence ker-
nel (SSK), and then inserting it into a traditional support vector
machines (SVMs) formulation based on the structural risk minimi-
zation (SRM) (Boser, Guyon, & Vapnik, 1992; Vapnik, 1999) princi-
ple from statistical learning theory, where the general objective is
finding out the optimal classification hyper plane for the binary
classification problem (plagiarized, not plagiarized.) Likewise,
other approaches solve the same classification problem by using
self-organizing feature maps (SOFM) (Kohonen, 2001), with prom-
ising results in classification performance. In terms of using latent
semantic analysis (LSA) for the plagiarism detection task, Ceska in
Ceska (2008) proposed a method using singular value decomposi-
tion (SVD) (Berry, Dumais, & O’Brien, 1995) for finding associated
phrases from a given pair of documents. This approach, as noted
by the author, uses the technique to infer the latent semantic asso-
ciations and subsequently determine the document similarity.

The second category of approaches are the ones that go further
and provide detailed information, specifically indicating the copied
passages found. These models can be considered as the ‘‘second
generation’’ of algorithms for automatic plagiarism detection. Their
complexity is generally greater than the models of the first cate-
gory, and the computation time required is also often greater, as
they must analyze the documents in detail. Approaches that fit into
this category generally use some kinds of string-matching algo-
rithms. In particular, the use of word n-grams as comparison to-
kens have been shown to give some flexibility to the detection
task, as reworded text fragments could still be detected when
using n = 3, as studied by Lyon, Malcolm, and Dickerson (2001,
2004); Barrón-Cedeño, Basile, Degli Esposti, and Rosso (2010);
Oberreuter, L’Huillier, Ríos, and Velásquez (2010).

Kasprzak and Brandejs (2010) introduced their model for auto-
matic external plagiarism detection. It consists of two main phases
(,) building the document index and computing the similarities.
This approach uses word n-grams, with n ranging from 4 to 6,
and takes into account the number of matches of those n-grams
between the suspicious documents and the source documents for
computing the detections. The algorithm has won the authors first
place at the PAN@2010 competition (Potthast et al., 2010).

In 2011, within the PAN evaluation framework (Potthast et al.,
2011), new studies have been published. Grman and Ravas
(2011) compares the passages in terms of word coincidences, and
based on this approach they achieved the best results in terms of
precision and recall in the evaluation. Grozea and Popescu (2011)
and Oberreuter et al. (2011) present their studies, in which both
use n-grams as tokens.
4. Proposed method for intrinsic plagiarism detection

For intrinsic plagiarism detection, first we considered some
other investigators’ studies regarding the characterization of the
writing style of an author. As Stein et al. (2011) investigated, multi-
ple writing style characteristics were tested in order to determine
plagiarism, for example lexical character features, lexical word fea-
tures and syntactical features. Likewise, Stamatatos (2009) experi-
mented with character tri-grams in combination with ‘‘n-gram
profiles’’ for the same purpose. For this, it is fundamental to care-
fully choose one or a set of language resources an author utilizes
for his writing to be able to differentiate it from others.

In the following, some of the core ideas developed in this re-
search are presented:

� To be able to distinguish different authors within the same doc-
ument, one must characterize the writing style present in the
text.
� The use of ‘‘n-gram profiles’’ compares segments of the docu-

ment against the whole document. This approach works based
on the assumption that the document has a main author, who
wrote the majority, if not all, of the text. Therefore, it is logical
that the comparison between the style of a particular segment
with the whole document style could lead to detections of
important variations, meaning that other authors are involved.
� Based on reading and contemplation, one of the characteristics

that was shown to be of interest is the author’s use of words.
Different authors tend to use different words to write their
ideas, whether on the same topic or not.

These ideas lead to the following intuition for the development
of the algorithm: If some of the words used in the document are
author-specific, one can think that those words could be concen-
trated in the paragraphs (or more generally, in the segments) that
the mentioned author wrote.
4.1. The method

First, the document is preprocessed by removing numbers and
all other characters that do not belong to the a–z group. All charac-
ters are considered lowercase. Second, the method uses word uni-
grams and considers all words; stop-words are not removed. Next,
a word-frequency-based algorithm to test the self-similarity of a
document is proposed. A hard (not normalized) frequency vector
v is built for all words in the given document. Then, the complete
document is clustered creating groups C. As a first approach, these
groups or segments c 2 C are created using a sliding window of
length m over the complete document. Afterwards, for each seg-
ment c 2 C, a new frequency vector vc is computed, which is used
in further steps to compare whether a segment deviates with re-
spect to the footprint of the complete document.

Let V be a vector of words that defines the vocabulary to be
used. We will refer to a word w, as a basic unit of discrete data, in-
dexed by f1; . . . ; jVjg. A document d is a sequence of S words
(jdj = S) defined by w = (w1, . . . ,wS), where ws represents the sth
word in the message. Finally, a corpus is defined by a collection
of D documents denoted by C ¼ ðw1; . . . ;wjDjÞ.

As presented in Algorithm 1, the general footprint or style of the
document is represented by the average of all differences com-
puted for each segment and the complete document. Note that



Fig. 1. Intrinsic plagiarism detection example. One document is being analyzed, its style function changing as the sliding window moves forward.

1 http://www.pan.webis.de/
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every segment is compared against the whole document only in
terms of the words present in the segment. Also, this algorithm
takes into account the above intuition,that if certain words are only
used in a certain segment, the comparison of that segment against
the whole document would lead to a low value, because the fre-
quency of those words would be the same in both the whole doc-
ument and in the segment. Finally, all segments are classified
according to their distance with respect to the document’s style.
As an example, in Fig. 1, a graphical representation of this evalua-
tion is presented.

Algorithm 1. Intrinsic plagiarism evaluation

Require: C; v; m; d
1: for c 2 C do
2: dc 0
3: build vc using term frequencies on segment c
4: for word w 2 vc do

5: dc  dc þ jfreqðw;vÞ�freqðw;vcÞj
freqðw;vÞþfreqðw;vcÞ

6: end for
7: end for
8: style 1

jCj
P

c2Cdc

9: for c 2 C do
10: if dc < style � d then
11: Mark segment c as outlier and potential plagiarized

passage.
12: end if
13: end for

The main function in Algorithm 1, fifth line, computes the dif-
ferences in the use of words of two segments. The function is con-
structed so segments of the document that have many words that
are exclusively in that segment will have a low value. The idea is
that the use of words should be stable, with at least a high propor-
tion of the words used throughout the document. If a portion of the
text has a high proportion of its words isolated in that portion, the
function value will be below the average, hinting at a possible
change in writing style.

Since the algorithm considers the information of each docu-
ment to construct and evaluate variations in style, the function re-
mains somewhat stable over varying document lengths. The strong
assumption here is that the majority of the text was written with
the same writing style, otherwise no reliable information could
be extracted from this model.
In this case, the average value of the comparison of all segments
with the whole document represents the document ‘‘main’’ style.
This value is roughly computed by the difference in the frequency
of words between vectors v and vc; 8c 2 C. If the variation is signif-
icant, the style function will be lower than the average value minus
d (the threshold), so the segment is classified as suspicious. In this
example, real plagiarized annotations are presented along with the
style function value of each segment. Five cases of plagiarism could
be discovered; the value of the style function in those cases is low-
er than the threshold.

As a preview of the algorithm’s output, we analyze four differ-
ent books: ‘‘Don Quijote de la Mancha’’ from Miguel de Cervantes
Saavedra (Spanish), ‘‘El Sombrero de Tres Picos’’ from Pedro Anto-
nio de Alarcón (Spanish), ‘‘Les Misèrables from Victor Hugo
(French) and the English translation of ‘‘War and Peace’’ from Leo
Tolstoy.

In Fig. 2 the model’s representation of the writing style remains
stable throughout the text. Variations can be observed at the
beginning and at the end of the document; these zones are typi-
cally the colophon (technical info.), content index and preface, so
variations in style can be expected.

In Fig. 3 an errant evolution of the style’s value can be observed.
No conclusion can be stated here; either the model does not work
well in this particular example or different styles are present in the
book, rendering the purpose of this exercise useless.

Fig. 4 shows the style of the book Les Misèrables. The function
remains stable as a whole, with a few segments whose values
are under the threshold.

The analysis of the translated book of Leo Tolstoy, shown in
Fig. 5, indicates a mainly stable writing style, with slight variations.

5. Evaluation

We evaluate the presented approach utilizing the PAN corpora
(Potthast et al., 2011), which is publicly available.1 The metrics
are described in detail in Potthast et al. (2009), and are common
information retrieval measures, which are adapted to be applied to
cases of copying.

� Precision, which states the degree to which a pair of passages
identified as a plagiarism case indeed have copying between
them, and recall, which states the percentage of plagiarized
passages that the classifier manages to classify correctly. These

http://www.pan.webis.de/


Fig. 3. El Sombrero de Tres Picos.

Fig. 2. Don Quijote de la Mancha.
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measures can be interpreted in conjunction with the classi-
fier’s effectiveness. TP means ‘‘True Positive’’ – documents
found to be plagiarized – a detection which is correct. FP
means ‘‘False Positive’’, that a document that should have
been identified as plagiarized, was not. TN means that a doc-
ument was classified as plagiarized, which is incorrect. And
finally, FN indicates a document that was not identified as
plagiarized, when the correct decision would have been the
opposite.
Precision ¼ TP
TP þ FP

; Recall ¼ TP
TP þ FN

ð1Þ
� F-measure, the harmonic mean between precision and recall.
F�measure ¼ 2 � Precision � Recall
Precisionþ Recall

ð2Þ
� Granularity, is a metric introduced by Potthast et al. (2009) to
evaluate the usability of the algorithm; each real case of plagia-
rism should be reported once. If the algorithm report is frag-
mented (the detections are multiple for only one real case),
the granularity increases. The desirable granularity is 1.
Granularity ¼ 1
jSRj

X

s2SR

jCSj ð3Þ
SR correspond to the correctly detected cases, and jCSj correspond to
the number of detections for case s.
� Overall Score. The overall score is calculated as follows:
Overall ¼ F-measure
log2ð1þ granularityÞ ð4Þ



Fig. 4. Les Misèrables.

Fig. 5. War and Peace.

Fig. 6. Precision and Recall when adjusting the threshold.
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5.1. Parameters analysis

The experimentation was conducted using a sliding window of
400 words.

In Fig. 6 the results of using different thresholds are presented
to explore the effects on precision and recall. As one can expect,
with a tight threshold the model achieves a better recall at the cost
of precision. The best results in terms of f-Measure are obtained
when both metrics, recall and precision, are balanced. This param-
eter can be adjusted and calibrated depending on the sensitivity
desired.

5.2. Intrinsic plagiarism detection

The results for the intrinsic task at PAN@2009 are shown in Ta-
ble 1 and for PAN@2011 in Table 2. The results are based on the
quality of the detection, which only considers the information in
each document itself.



Table 1
Results for the intrinsic proposed model using the corpus PAN2009.

Rank Overall Precision Recall Granularity Authors

1 0.25 0.23 0.46 1.38 Stamatatos
2 0.20 0.11 0.94 1.00 Hagbi
3 0.18 0.20 0.27 1.45 Muhr
4 0.12 0.10 0.56 1.70 Seaward
⁄⁄ 0.35 0.39 0.31 1.00 Oberreuter

Table 2
Official results for the intrinsic proposed model using the corpus PAN2011.

Rank Overall Precision Recall Granularity Authors

1 0.33 0.34 0.31 1.00 Oberreuter
2 0.17 0.43 0.11 1.03 Luyckx
3 0.08 0.13 0.07 1.05 Akiva
4 0.07 0.19 0.08 1.48 Gupta

Table 3
Detailed results for the intrinsic proposed model using the corpus PAN2011.

Corpus subset Overall Precision Recall Granularity

entire 0.33 0.31 0.34 1.00

Case length
short 0.03 0.02 0.16 1.00
medium 0.26 0.19 0.45 1.00
long 0.36 0.26 0.57 1.00

Translation
automatic 0.31 0.34 0.29 1.00
manual 0.14 0.10 0.22 1.00

Plagiarism per
document
hardly 0.37 0.45 0.32 1.00
medium 0.35 0.33 0.36 1.00

Document length
short 0.38 0.37 0.38 1.00
medium 0.40 0.44 0.37 1.00
long 0.28 0.32 0.25 1.00
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In the official workshop the winner was a Stamatatos (2009) ap-
proach, with a recall of 0.4607, precision of 0.2321 and granularity
of 1.3839. This method achieved a good combination of precision
and recall, but was not a top performer in granularity.

The proposed method, in the same workshop, managed to get
an overall score of 0.3457, greater than any other approach, with
a positive difference of 0.0995 compared with the winner’s ap-
proach. Our model gets the best results in F-measure, precision
and granularity.

These numbers are confirmed with similar results in the
PAN@2011 competition presented in Table 2; the proposed model
gets roughly the same overall score, 0.3254, with comparable pre-
cision (0.34) and worse but not significantly different recall (0.31).
We get the best results in the official competition, followed by
Luyckx et al., with an overall score of 0.17, almost doubling their
score.

The detailed results are presented in Table 3. The complete re-
sults including the other models that were evaluated with the cor-
pus can be found in Potthast et al. (2011).

The short cases range from 50 to 150 words, medium cases
range from 300 to 500 words and long cases range from 3000 to
5000 words. As shown in Table 3, the model works best with long
cases, achieving an overall score of 0.36. With short cases the mod-
el shows its weaknesses – its recall in this case is 0.16 but it is
highly unreliable, only achieving a precision of 0.02.

In the case of translated cases, the model gets an overall score of
0.34 in the automatic translation, mirroring the score of the entire
corpus. In manual translation however its performance is not as
high, with a score of 0.14.

The approach achieves an overall score of 0.37 in the document
with only a small percentage of plagiarism (between 5 and 20 %).
The most remarkable metric is the precision, in this case of 0.45,
the best for this set of parameters. This can be explained by the fact
that the model builds itself with information taken from each doc-
ument. If only a small portion of the document has been plagia-
rized, and thus only a small portion of the document writing
style is different, the model can better quantify this variation.

In the case of documents with medium-sized portions of plagia-
rism (between 20 and 50%), the model achieves an overall score of
0.35.

Other interesting results are the performance of the model with
short documents (from 1 to 10 pages) in which the algorithm
achieves an overall score of 0.38, and with medium documents
(10 to 100 pages) a score of 0.40. In the case of long documents
(100 to 1000 pages) its score is 0.28. The better results with short
and medium-sized documents can be explained by the assumption
that with this size it can be expected that the main author wrote
almost if not all the text without much intervention, so its style re-
mains as is. In the case of long documents one can expect that the
author wrote with the help of other people, therefore intervention
in the document main style can be observed, and as a consequence
is more difficult to analyze and identify.
6. Conclusions

In this study we explore the problem of text plagiarism and the
possibility of its detection by the use of computer algorithms. With
the rising utilization of digital documents and the Web, plagiarism
is increasing as well. In view of this, a proliferation of techniques
and approaches to detect digital plagiarism have been introduced,
and as seen, huge progress is being made in the field of automatic
plagiarism detection.

One of the first problems the systems face is the collection of
possible sources to compare the suspected documents with. This
represent an entire problem in itself, and it is common that the
ideal and real sources are not always available, limiting the poten-
tial of algorithms that compute similarity document-to-document.

Considering the latter issue, algorithms that do not rely on the
available sources are being studied. This is why the so-called
intrinsic plagiarism detection concept was introduced. The idea,
to analyze the document looking for variations that could hint at
plagiarized passages, was recently tested and studies utilizing dif-
ferent writing style markers are being introduced. The study of lin-
guistic features for the data mining process here is crucial,
therefore the exploration of different approaches and writing style
characteristics is welcomed.

We study a self-based information algorithm, whose basic idea
is the use of a function to quantify the writing style based solely on
the use of words. Our experiments show that this simple and easily
computable idea can be used for this purpose with the best results
available so far, when compared using the benchmark workshop
and competition PAN (Potthast et al., 2011).

The results in terms of precision are low (0.3) indicating the still
immature and unreliable nature of the approach, but so far it has been
the most accurate model in this regard. The main experiments were
conducted using documents written in English, but the method does
not utilize language-dependent features such as verbs or stop-words,
thus providing a starting point to experiment with other languages.

Future work will be necessary to study the impact and implica-
tions of different sets of parameters on the behavior of the model,
especially with short cases of plagiarism (50–150 words) where
the model shows its weaknesses by obtaining very low precision.
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In this study experiments in varying the threshold were conducted,
obtaining a reasonable trade-off between precision and recall,
showing that the usage of words can be analyzed and utilized to
detect variations in style with great accuracy at the cost of detect-
ing fewer cases.
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