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SUMMARY
The behavior of visitors browsing in a web site offers a lot

of information about their requirements and the way they use
the respective site.

Analyzing such behavior can provide the necessary infor-
mation in order to improve the web site’s structure. The litera-
ture contains already several suggestions on how to characterize
web site usage and to identify the respective visitor requirements
based on clustering of visitor sessions.

Here we propose to combine visitor behavior with the con-
tent of the respective web pages and the similarity between differ-
ent page sequences in order to define a similarity measure between
different visits. This similarity serves as input for clustering of
visitor sessions.

The application of our approach to a bank’s web site and its
visitor sessions shows its potential for internet-based businesses.
key words: web mining, browsing behavior, similarity measure,
clustering.

1. Introduction

Analyzing visitor browsing behavior in a web site can
be the key for improving both, contents and structure
of the site and this way assures the institutionals suc-
cessful participation in Internet.

Web log files contain information about the visitors
interaction with the respective web site. Depending on
the traffic, these files can contain millions of registers
with a lot of irrelevant information each, such that its
analysis becomes a complex task [7].

Applying web usage mining techniques [12], allows
to discover interesting pattern about the visitor beha-
vior. Complemented with semantic web mining, results
can be improved [4].

Here we propose a new similarity measure between
different visitor sessions based on usage and content
of the web site. In particular, this measure uses the
following three variables, which we determine for all
visitors: content of each visited web page, time spent
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on it, and the sequence of visited pages.
We proved the effectiveness of the proposed simi-

larity measure applying self-organizing feature maps
(SOFM) for session clustering. Any other unsupervised
clustering method could be used as well for this pur-
pose.

This way, similar visits are grouped together and
typical visitor behavior can be identified, which gives
way to improvements of web sites and better under-
standing of visitor behavior.

The special characteristic of the SOFM is its
thoroidal topology, which has shown its advantages
when it comes to maintain the continuity of clusters [16]
or when the data correspond to a sequence of events,
like e.g. voice patterns [17]. In the case of visitor be-
havior we have a similar situation.

Section 2 of this paper provides an overview on
related work. In section 3 we describe the data prepa-
ration process, which is necessary for comparison of vi-
sitor sessions (section 4). In section 5 we show how a
self-organizing feature map was used for session cluste-
ring using the previously introduced similarity measure.
Section 6 describes the application of our work to the
case of a Chilean bank. Section 7 concludes this work
and points at future work.

2. Related Work

2.1 Overview on Web Mining

In order to understand the visitor behavior in the
web, we will use web mining techniques. They aim at
finding useful information from the World Wide Web
(WWW). This task is not trivial, considering that the
web is a huge collection of heterogeneous, unlabelled,
distributed, time variant, semi-structured and high di-
mensional data [12]. Therefore, a data preparation pro-
cess is necessary previous to any analysis.

The web mining techniques, can be categorized in
three areas: Web Content Mining (WCM), Web Struc-
ture Mining (WSM) and Web Usage Mining (WUM),
see e.g. [4], [12] for a short description.

2.2 Analyzing the Web using cluster algorithms

The main idea of clustering is to identify classes of ob-
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jects (clusters) that are homogeneous within each class
and heterogeneous between different classes. Therefore
it is necessary to have a measure to determine similarity
between objects.

Let Ω be a set of m vectors ωi ∈ <n, i = 1, ...,
m. The clustering goal is to partition Ω in K groups,
where Ck denotes the kth cluster. Then, ωi ∈ Cl means
that ωi is more similar to the elements in this cluster
than to objects from other clusters.

Clustering requires a similarity measure, ζ(ωp, ωq)
in order to compare two vectors from Ω and the way
to determine the number of clusters depends on the
method used. In the case of supervised classification,
the value K is set a priori. In unsupervised clustering,
such as e.g. Self-organizing Feature Maps the cluster
number is determined by the method itself.

Recent studies [7], [10] [13], [16], underline the ben-
efits of clustering for visitor behavior analysis.

2.3 Web content and usage mining proposition

It aims at combining the philosophies behind WCM
and WUM through providing a complemented vision
of both techniques [10].

Applying WUM [3] we can understand the visi-
tor browsing behavior, but we cannot discover which
content is interesting for the visitor. This analysis is
possible using WCM [4].

The first step of our suggestion is the definition of
a similarity measure that allows to compare behaviors
of different visitors, through the analysis of visitor pre-
ferences. This measure is based on the content of the
visited pages, the time a visitor spent on each page and
the sequence of pages in his/her session.

As a second step we propose to use this measure
in a cluster algorithm in order to find groups of similar
visitor sessions and using this information, make pre-
diction about the preferences of the future web site’s
visitors.

3. Data preparation process

We propose to use two kinds of data sources that are
easily available: web log registers and web pages.

The web log registers contain information about
the browsing behavior of the web site visitors, in par-
ticular the page navigation sequence and the time spent
in each page visited. The data from web logs is based
on the structure given by W3C†.

The second data source is the web site itself. Each
web page is defined by its content. For our similarity
measure we need only the set of words from each page.

In order to study the visitor’s behavior, it is ne-
cessary to prepare the data from both sources, i.e., web

†Web logs are delimited text files as specified by
RFC 2616, “Hypertext Transfer Protocol – HTTP/1.1”
http://www.rfc-editor.org/rfc/rfc2616.txt

logs as well as web pages, using filters and identifying
the real user sessions.

3.1 Web log data preparation process

A web log file contains information on the access of all
visitors to a particular web site in chronological order.
In a common log file each access to one of its pages is
stored together with the following information:

• IP address and agent.
• Time stamp.
• Embedded session Ids.
• Method.
• Status.
• Software Agents.
• Bytes transmitted.
• Objects required (page, pictures, etc).

Based on such log files we have to determine
for each visitor, the sequence of web pages visited in
his/her session. This process is known as sessioniza-
tion [5]. It considers a maximum time duration given
by a parameter, which is usually 30 minutes in the case
of total session time. Based on this parameter we can
identify the transactions that belong to a specific ses-
sion using tables and program filters. Figure 1 shows
the transformation sequence for web log registers.

This process can be realized using data streams
and program code like perl in unix systems. The first
stream contains the log registers grouped by IP and
agents, which are separated by a space (see figure 1;
left column). We only consider registers whose code is
not error and whose URL parameter link to web page
objects. Other objects, such as pictures, sound, links,
etc. are not considered.

In the second column of figure 1, the registers are
ordered by date, maintaining the groups. Finally, we
select registers from a time window of 30 minutes that
are grouped together in sessions in the third stream
(third column in figure 1).

               Date
......
......

......

......

......

16−Jun−02  16:39:02
16−Jun−02  16:39:58
16−Jun−02  16:42:03
16−Jun−02  16:24:06
16−Jun−02  16:26:05
16−Jun−02  16:42:07
16−Jun−02  16:58:03
16−Jun−02  16:32:06
16−Jun−02  16:34:10
16−Jun−02  16:38:40

16−Jun−02  17:35:45
16−Jun−02  17:34:20

204.231.180.195    MSIE 6.0
204.231.180.195    MSIE 6.0

165.182.168.101    MSIE 5.01    
165.182.168.101    MSIE 5.01    
165.182.168.101    MSIE 5.5    
165.182.168.101    MSIE 5.5    
165.182.168.101    MSIE 5.5    
165.182.168.101    MSIE 5.5    
204.231.180.195    MSIE 6.0

204.231.180.195    MSIE 6.0
204.231.180.195    MSIE 6.0

IP                              Agent        
165.182.168.101    MSIE 5.01   

1

2

2

4
4

1

2

165.182.168.101    MSIE 5.01    
165.182.168.101    MSIE 5.01    
165.182.168.101    MSIE 5.5    
165.182.168.101    MSIE 5.5    
165.182.168.101    MSIE 5.5    
204.231.180.195    MSIE 6.0
204.231.180.195    MSIE 6.0
204.231.180.195    MSIE 6.0
204.231.180.195    MSIE 6.0
204.231.180.195    MSIE 6.0

165.182.168.101    MSIE 5.01   
16−Jun−02  16:39:58
16−Jun−02  16:42:03
16−Jun−02  16:24:06
16−Jun−02  16:26:05
16−Jun−02  16:42:07
16−Jun−02  16:32:06
16−Jun−02  16:34:10
16−Jun−02  16:38:40
16−Jun−02  17:34:20
16−Jun−02  17:35:45

3
3
3

IP                           Agent
116−Jun−02  16:39:02

 Date                        Sess

Fig. 1 Sessionization process

3.2 Web page content preparation process

A web page contains a variety of tags and words that
do not have direct relation with the content of the page
we want to study. Therefore we have to filter the text
eliminating the following types of words:
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• HTML Tags. Some tags show interesting infor-
mation about the page content, for instance, the
<title> tags mark the web page central theme. In
this case, we used this information to identify spe-
cial words inside the text.

• Stop words (e.g. pronouns, prepositions, conjunc-
tions, etc.)

• Word stemming. Process of suffix removal, to gen-
erate word stems [2].

After filtering, we represent a document (web site)
by a vector space model [1], in particular by vectors of
words.

Let R be the number of different words in a web
site and Q be the number of its pages. A vectorial
representation of the web site would then be a matrix
M of dimension RxQ with:

M = (mij) i = 1, . . . , R and j = 1, . . . , Q(1)

where mij is the weight of word i in page j.
We propose to estimate these weights using equa-

tion 2, which is based on the tfxidf-weighting [1].

mij = fij(1 +
sw(i)
TR

) ∗ log(
R

ni
) (2)

fij is the number of occurrences of word i in page
j and ni is the total number of times word i appears
in the entire web site. Additionally, we propose to aug-
ment word importance if a user searches for a specific
word. This is done by sw (special words), which is an
array with dimension R. It contains in component i the
number of times that a user searches word i during a
given period (e.g.: one month). TR is the total number
of times that a user searches words in the Web site dur-
ing the same period. If TR is zero, sw(i)

TR is defined as
zero, i.e. if there has not been any word searching, the
weight mij depends just on the number of occurrences
of words.

3.2.1 Distance measure between two pages

With the above definitions we can use vectorial linear
algebra in order to define a distance measure between
two web pages.

Definition 1 (Word Page Vector):
WPk = (wpk

1 , . . . , wpk
R) = (m1k, . . . , mRk) k = 1,...,Q.

Based on this definition, we used the angle’s cosine
as similarity measure between two page vectors [2]:

dp(WP i,WP j) =
∑R

k=1 wpi
kwpj

k√∑R
k=1(wpi

k)2
√∑R

k=1(wpj
k)2

(3)

We define dpij = dp(WP i,WP j) as the similarity
between page i and page j of the web site.

3.3 Navigation sequence preparation process

The navigation sequence can be illustrated by a graph
G as shown in figure 2, where each edge (web page)
is represented by an identification number. Let E(G)
be the set of edges in graph G. Figure 2 shows the
structure of a simple web site. If we suppose two vis-
itors visiting the site, the respective sub-graphs can
be G1 = {1 → 2, 2 → 6, 2 → 5, 5 → 8} and G2 =
{1 → 3, 3 → 6, 3 → 7}. Then E(G1) = {1, 2, 5, 6, 8}
and E(G2) = {1, 3, 6, 7} with ‖ E(G1) ‖= 5 and
‖ E(G2) ‖= 4, respectively. In this example, page 4
has not been visited.

S1

S2

8

1

2 3

4 5 6 7

= (1,2,6,5,8)

=(1,3,6,7)

Fig. 2 A web site with two navigation sequences

From these graphs we can determine the visitors
navigation sequence S1 = S(G1) = (1, 2, 6, 5, 8) and
S2 = S(G2) = (1, 3, 6, 7), respectively. They represent
the pages visited and the navigation sequence.

3.3.1 Comparing navigation sequences

For the similarity of visits we propose in this paper
we need the similarity of the respective navigation se-
quences. Therefore it is necessary to define a measure
that considers how much two sub-sequences have in
common. Equation 4 introduces a simple way to com-
pare two navigation sequences [14].

dG(G1, G2) = 2
‖ E(G1) ∩ E(G2) ‖

‖ E(G1) ‖ + ‖ E(G2) ‖ (4)

Notice that dG ∈ [0, 1] and if G1 = G2, we
have dG(G1, G2) = 1. In the case of disjoint graphs,
dG(G1, G2) = 0 because ‖ E(G1) ∩ E(G2) ‖= 0.

The problem of equation 4 is that its nominator
does not take into consideration the sequence of visi-
ted pages in each sub-graph; it just looks at the set of
visited pages.

If we want to consider how similar two sequences
are, we have to compare also the respective sequences.
i.e., instead of calculating ‖ E(G1) ∩ E(G2) ‖ we have
to determine how similar two sequences are, considering
the order in which the nodes are visited.
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For example, both sequences in figure 2 can be rep-
resented by a string of tokens [14] such as S1 = ”12658”
and S2 = ”1367”. We need to know how similar or dif-
ferent are both sequences in its string representation.

For this purpose we use the Levenshtein distance
[9], also known as edit distance. It determines the num-
ber of transformations necessary to convert S1 in S2.
This number can be used as dissimilarity measure for
the two sequences.

For two sequences, x̂p = (x1, . . . , xp) and ŷq =
(y1, . . . , yq), the Levenshtein distance is defined as:

L(x̂p, ŷp) =





p q = 0
q p = 0
min{L( ˆxp−1, ŷq) + 1, else
L(x̂p, ˆyq−1) + 1,
L( ˆxp−1, ˆyq−1) + z(xp, yq)}

(5)

where

z(i, j) =
{

0 if i = j
1 otherwise

(6)

Analyzing the definition of the Levenshtein dis-
tance reveals the importance of the order of the token
to be compared. For instance, if we compare S1 and S2,
three transformations will be necessary. If we have e.g.
S3 = ”12856” and S4 = ”1367” four transformations
will be necessary. This characteristic makes the Leven-
shtein distance very suitable to compare two navigation
sequences.

dG(G1, G2) = 1− 2
ÃL(S1, S2)

‖ E(G1) ‖ + ‖ E(G2) ‖ (7)

Using the example in figure 2 and equation 7 leads
to dG(G1, G2) = 0.6̄.

4. Comparing visitor sessions in a web site

We propose a model to represent visitor behavior using
three variables: the sequence of visited pages, their con-
tent and the time spent in each one of them. The model
is based on a visitor behavior vector with dimension n
and two parameters in each component.

Definition 2 (Visitor Behavior Vector):
υ = [(p1, t1) . . . (pn, tn)], being (pi, ti) parameters that
represent the ith page from a visit and the time spent
on it, respectively. In this expression, pi is the page
identifier.

For instance, using the browsing navigation shown
in figure 2, we have υ1 = [(1, 3), (2, 40), (6, 5), (5, 16),
(8, 15)].

Let α, β be two visitor behavior vectors with cardi-
nality Cα and Cβ respectively and Γ(·) a function that
applied over α or β returns the respective navigation
sequence.

The proposed similarity measure is introduced in

equation 8 as:

sm(α, β) = dG(Γ(α), Γ(β))
1
η

η∑

k=1

τk ∗ dp(ph
α,k, ph

β,k) (8)

where η = min{Cα, Cβ}, and dp(ph
α,k, ph

β,k) is the
similarity between the kthpage of vector α and the
kthpage of vector β.

The first element of equation 8 is the sequence si-
milarity introduced in equation 7.

As second element, τk = min{ tα
k

tβ
k

,
tβ
k

tα
k
} is indicating

the visitor’s interest in the pages visited. We assume
that the time spent on a page is proportional to the
interest the visitor has in its content. If the times by
visitors α and β on the kth page visited (tαk , tβk , respec-
tively) are close to each other, the value of the expre-
ssion will be close to 1. In the opposite case, it will be
close to 0.

The third element, dp, measures the similarity of
the pages visited. It is possible that two users visit
different web pages in the web site, but the content is
similar, e.g., one page contains information about clas-
sic rock and another one about progressive rock. In
both cases the users have interest in music, specifically
in rock. This is a variation compared to the approach
proposed in [7], where only the user’s path was consi-
dered but not the content of each page.

Finally, we combine in equation 8 the content of
the visited pages with the time spent on each of the
pages by a multiplication. This way we can distinguish
between two users who had visited similar pages but
spent different times on each of them. Similarly we
can separate between visitors that spent the same time
visiting pages with different content in the web.

5. Self Organizing Map for Session Clustering

We used an artificial neural network of the Kohonen
type (Self-organizing Feature Map; SOFM), in order to
mine the visitor behavior vectors and discover know-
ledge [11] about the visitor preferences. Schematically,
it is presented as a two-dimensional array in whose po-
sitions the neurons are located. Each neuron is consti-
tuted by an n-dimensional vector, whose components
are the synaptic weights. By construction, all the neu-
rons receive the same input at a given moment.

The idea of this learning process is to present an
example to the network and, by using a metric, to de-
termine the neuron in the network most similar to the
presented example (center of excitation, winner neu-
ron). Next, we have to modify its weights and those of
the center’s neighbors.

This type of learning is unsupervised, because
the neurons “move” towards the centers of the groups
of examples that they try to represent. The described
process was proposed by Kohonen, in his Algorithm of
training of Self Organizing networks [8].
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5.1 Operation of the Self-Organizing Feature Map

The notion of neighborhood among the neurons pro-
vides diverse topologies. In this case the thoroidal
topology was used [16], [17], which means that the neu-
rons closest to the ones of the superior edge, are located
in the inferior and lateral edges (see figure 3)

Fig. 3 Neighborhood of neurons in a thoroidal Kohonen net-
work

The SOFM’s operation needs vectors with the
same cardinality. It is a configurable parameter in the
creation of the visitor behavior vector. Let H be the
number of elements in each vector. If a visitor session
does not have at least H elements, it is not considered
in our analysis. On the other hand, we only consider
up to the Hth component of a session for the visitor
behavior vector.

Since the visitor behavior vectors have two com-
ponents for the visited pages (page identifier and time
spent on each page), it is necessary to modify both
when the neural network changes the weights for the
winner neuron and its neighbors.

Let N be a neuron in the network and E the visitor
behavior vector example presented to the network. The
vector’s time component is modified with a numerical
adjustment, i.e., tN,i+1 = tN,i ∗ ft with i = 1, . . . , H.

The page component needs another updating
scheme. Using the page distance, the difference be-
tween page content components is shown in equation
9.

DNE = [dp(ph
N,1, p

h
E,1), . . . , dp(ph

N,H , ph
E,H)] (9)

Equation 9 represents a vector with distance be-
tween pages, i.e., its components are numeric values.
Then the adjustment is over the DNE expression, i.e.,
we have D′

NE = DNE ∗ fρ, with fρ adjustment fac-
tor. Using D′

NE , it will be necessary to find a set of
pages whose distances with N are close to D′

NE . Thus
the final adjustment for page component of the winner
neuron and its neighbor neurons is given by equation
10.

pN,i+1 = π ∈ Π/D′
NE,i ≈ dp(π, ph

N,i) (10)

with Π = {π1, . . . , πQ} the set of all pages in the

web site, D′
NE,i the ith component of D′

NE . Then given
D′

NE,i we have to find the page π in Π whose dp(π, ph
N,i)

is closest to D′
NE,i.

6. Practical application

In order to prove the effectiveness of the tools developed
in this work, a web site was selected, considering the
following characteristics [13]:

• It includes many pages with different information.
• Each visitor has interest in some pages, but is not

interested in others.
• The web site is maintained by a web master observ-

ing pages of interest, i.e., if a page is not visited it
will be removed from the site.

The web site selected†, is about the first Chilean
virtual bank, i.e., it does not have physical branches
and all the transactions are made using electronic
means, like e-mails, portals, etc.

We have the following information about the web
site:

• Written in Spanish.
• 217 static web pages.
• Approximately eight million web log registers from

the period January to March 2003.

6.1 Sessionization process

This task was implemented by a perl code and con-
siders 30 minutes as the longest user session. In order
to clean very short sessions, it is necessary to apply a
previous heuristic to the data.

Only 16% of the visitors visit 10 or more pages
and 18% less than 4. The average of visited pages is
6. Based on this information, we fix 6 as maximum
number of components in a visitor behavior vector, i.e.
the parameter H = 6.

Vector with more than 6 components are conside-
red only up to the sixth component. Vector with less
than 4 components are not considered in our analysis.

Finally, applying the above described filters, ap-
proximately 400,000 visitor behavior vectors were iden-
tified.

6.2 Web page content processing

Applying web page text filters, we found 710 different
words for our analysis in the complete web site (i.e. R=
710).

Regarding word weights, especially the special
words (see equation 2), we applied the following pro-
cedure.

†http://www.tbanc.cl/
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The web site offers visitors the option to send e-
mails to the call center platform. Then the text sent is a
source to identified the most interesting words. In this
case, only 20 special words were used for page vector
calculation.

Using the above described data and applying equa-
tion 3, a 3-dimensional matrix with the similarity be-
tween pairs of pages is created and shown graphically
in figure 4.

 0
 50

 100
 150

 200
web pages i

 0  50  100  150  200

web pages j

 0
 0.2
 0.4
 0.6
 0.8

 1

Page distance

Fig. 4 Similarity measure among web pages

Since the matrix is symmetric, figure 4 shows only
its superior side.

6.3 Applying Self-Organizing Feature Maps

The SOFM used has 6 input neurons and 32*32 output
neurons in the feature map. The thoroidal topology
maintains the continuity in clusters [17], which allows
to study the transition among the preferences of the
visitor from one cluster to another.

We update a matrix that contains the number
of times each neuron wins during the training of the
SOFM. Using this information, the clusters found by
the SOFM are shown in figure 5. The x and y axes
are the neuron’s position and the z axis is the neuron’s
winner frequency, with the scale adapted.

From figure 5, we can identify four main clusters.
They are checked using the information contained in
the matrix. This allows to find the centroid neurons
(winner neuron) of each of the clusters.

6.4 Results

Table 1 shows the clusters found by the SOFM. The
second and third column contain the cluster’s center,
represented by the visited pages and the time spent in
each one of them.

The pages in the web site were labelled with a num-
ber to facilitate this analysis. Table 2 shows the main
content of each page.

 0
 5

 10
 15

 20
 25

 30
Neurons

 axis i
 0  5  10  15  20  25  30

Neurons
 axis j

 0
 1
 2
 3
 4
 5

Neurons winner
 frecuency

Fig. 5 Clusters among visitor behavior vectors

Table 1 Visitor behavior clusters

Cluster Pages Visited Time spent in seconds

1 (1,3,8,9,147,190) (40,67,175,113,184,43)
2 (100,101,126,128,30,58) (20,69,40,63,107,10)
3 (70,86,150,186,137,97) (4,61,35,5,65,97)

4 (157,169,180,101,105,1) (5,80,121,108,30,5)

Table 2 Pages and their content

Pages Content

1 Home page
2, . . . , 65 Products and Services

66, . . . , 98 Agreements with other institutions
99, . . . , 115 Remote services
116, . . . , 130 Credit cards

131, . . . , 155 Promotions
156, . . . , 184 Investments
185, . . . , 217 Different kinds of credits

A detailed cluster analysis together with the banks
experts and an interpretation of the web pages visited
revealed the following results:

• Cluster 1. The visitors are interested in general
products and services offered by the bank.

• Cluster 2. The visitors search information about
credit cards.

• Cluster 3. Visitors are interested in agreements
between the bank and other institutions.

• Cluster 4. Visitors are interested in investments
and remote services offered by the bank

Based on our analysis we have proposed changes of
the structure of the web site, privileging the described
information.

This new information about the visitor behavior,
can be used e.g. for navigation suggestions. For in-
stance, we can classify a person visiting the web site
based on his/her navigation behavior.

Based on the cluster he or she belongs to we can
suggest online other probably interesting pages. This
way, the web site effectiveness is improved.
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6.5 Using an alternative clustering algorithm

In order to analyze the segmentation found we ap-
plied another unsupervised cluster algorithms, the well-
known k-means [6]. Its main idea is to assign each vec-
tor to a set of given cluster centroids and then update
this centroids given the previously established assign-
ment. This procedure is repeated iteratively until a
certain stopping criterion is fulfilled.

The number of clusters to be found (k) is a required
input value for k-means. Since we found four clusters
with the SOFM we used k = 4 as input value for k-
means. We took a random selection from the original
set of training vectors as initial centroids.

Given cj
1, . . . , c

j
k as cluster centroids in iteration j,

we compute cj+1
1 , . . . , cj+1

k as cluster centroids in itera-
tion j + 1, according to the following steps:

1. Cluster assignment. For each vector in the training
set, we determine the cluster to which it belongs,
using the similarity introduced in this work.

2. Cluster centroid update. Let V j
l = {v1, . . . , vqj

l
} be

the set of qj
l vectors associated to centroid cj

l , with
l = 1, . . . , k. We determine the cj+1

l , as a mean of

V j
l ,i.e., vi ∈ V j

l / max{∑qj
l

j=1 sm(vi, vj)} , i 6= j

3. Stop when cj+1
l ≈ cj

l .

We apply the k-means over the same set of visitor
behavior vectors used in the training of the SOFM. The
algorithm converged to the result shown in table 3.

Table 3 k-means visitor behavior clusters

Cluster Pages Visited Time spent in seconds

1 (2,29,45,112,120,154) (20,69,35,126,134,90)
2 (200,135,10,50,132,128) (3,101,108,130,20,13)

3 (1,100,114,128,141,148) (4,76,35,8,89,107)
4 (131,135,156,182,118,7) (25,62,134,103,154,43)

While cluster centroids in table 3 are different from
those in table 1 a more detailed analysis of the assigned
visitor behavior vectors showed similarities between the
clusters found. It cannot be concluded, which method
gives a better solution; both results, however, have been
confirmed and interpreted by the business’s expert user.

The performance of k-means depends directly on
the similarity measure used. In the presented case, it is
complex and expensive in calculation, compared with
the traditional Euclidean distance typically used in k-
means. Comparing computation time of k-means and
SOFM showed that k-means requires approximately 2.5
times more resources than the neural network.

7. Conclusions

We introduced a methodology to understand the visitor
behavior in a web site, using a new similarity measure
based on three characteristics derived from the visitor
sessions: the sequence of visited pages, their content
and the time spent in each one of them. Using this si-
milarity in a self organizing map, we can identify clus-
ters of visitor sessions, which allow us to study the user
behavior in the respective web site.

The experiments made with data from a particular
web site showed that the methodology used allows to
identify meaningful clusters of user sessions, and - using
this information - to understand the visitor behavior in
the web.

The proposed similarity measure assumes a rela-
tively static web site, i.e., the set of web pages and the
text of each page does not change very much in the
considered time horizon. If, however, page variation is
high, for instance in a newspaper web site, the proposed
similarity can be negatively affected. A solution is to
label automatically the sites pages in order to compare
pages with similar content.

The similarity introduced can be very useful to in-
crease the knowledge about the visitor behavior in a
web site. As future work it is proposed to improve the
presented methodology introducing advanced variables
derived from visitor sessions as well as to develop al-
ternative clustering algorithms using the proposed si-
milarity measure. It will also be necessary to continue
applying our methodology to other web sites in order
to get new hints on future developments.
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