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SUMMARY

The behavior of visitors browsing in a web site offers a lot of information about their requirements and the way they use the respective site.

Analyzing such behavior can provide the necessary information in order to improve the web site’s structure. The literature contains already several suggestions on how to characterize web site usage and to identify the respective visitor requirements based on clustering of visitor sessions.

Here we propose to combine visitor behavior with the content of the respective web pages and the similarity between different page sequences in order to define a similarity measure between different visits. This similarity serves as input for clustering of visitor sessions.

The application of our approach to a bank’s web site and its visitor sessions shows its potential for internet-based businesses.
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1. Introduction

Analyzing visitor browsing behavior in a web site can be the key for improving both, contents and structure of the site and this way assures the institutional successful participation in Internet.

Web log files contain information about the visitors interaction with the respective web site. Depending on the traffic, these files can contain millions of registers with a lot of irrelevant information each, such that its analysis becomes a complex task [7].

Applying web usage mining techniques [12], allows to discover interesting pattern about the visitor behavior. Complemented with semantic web mining, results can be improved [4].

Here we propose a new similarity measure between different visitor sessions based on usage and content of the web site. In particular, this measure uses the following three variables, which we determine for all visitors: content of each visited web page, time spent on it, and the sequence of visited pages.

We proved the effectiveness of the proposed similarity measure applying self-organizing feature maps (SOFM) for session clustering. Any other unsupervised clustering method could be used as well for this purpose.

This way, similar visits are grouped together and typical visitor behavior can be identified, which gives way to improvements of web sites and better understanding of visitor behavior.

The special characteristic of the SOFM is its thoroidal topology, which has shown its advantages when it comes to maintain the continuity of clusters [16] or when the data correspond to a sequence of events, like e.g. voice patterns [17]. In the case of visitor behavior we have a similar situation.

Section 2 of this paper provides an overview on related work. In section 3 we describe the data preparation process, which is necessary for comparison of visitor sessions (section 4). In section 5 we show how a self-organizing feature map was used for session clustering using the previously introduced similarity measure. Section 6 describes the application of our work to the case of a Chilean bank. Section 7 concludes this work and points at future work.

2. Related Work

2.1 Overview on Web Mining

In order to understand the visitor behavior in the web, we will use web mining techniques. They aim at finding useful information from the World Wide Web (WWW). This task is not trivial, considering that the web is a huge collection of heterogeneous, unlabelled, distributed, time variant, semi-structured and high dimensional data [12]. Therefore, a data preparation process is necessary previous to any analysis.

The web mining techniques, can be categorized in three areas: Web Content Mining (WCM), Web Structure Mining (WSM) and Web Usage Mining (WUM), see e.g. [4], [12] for a short description.

2.2 Analyzing the Web using cluster algorithms

The main idea of clustering is to identify classes of ob-
objects (clusters) that are homogeneous within each class and heterogeneous between different classes. Therefore it is necessary to have a measure to determine similarity between objects.

Let $\Omega$ be a set of $m$ vectors $\omega_i \in \mathbb{R}^n$, $i = 1, ..., m$. The clustering goal is to partition $\Omega$ in $K$ groups, where $C_k$ denotes the $k^{th}$ cluster. Then, $\omega_i \in C_l$ means that $\omega_i$ is more similar to the elements in this cluster than to objects from other clusters.

Clustering requires a similarity measure, $\zeta(\omega_p, \omega_q)$ in order to compare two vectors from $\Omega$ and the way to determine the number of clusters depends on the method used. In the case of supervised classification, the value $K$ is set a priori. In unsupervised clustering, such as e.g. Self-organizing Feature Maps the cluster number is determined by the method itself.

Recent studies [7], [10] [13], [16], underline the benefits of clustering for visitor behavior analysis.

2.3 Web content and usage mining proposition

It aims at combining the philosophies behind WCM and WUM through providing a complemented vision of both techniques [10].

Applying WUM [3] we can understand the visitor browsing behavior, but we cannot discover which content is interesting for the visitor. This analysis is possible using WCM [4].

The first step of our suggestion is the definition of a similarity measure that allows to compare behaviors of different visitors, through the analysis of visitor preferences. This measure is based on the content of the visited pages, the time a visitor spent on each page and the sequence of pages in his/her session.

As a second step we propose to use this measure in a cluster algorithm in order to find groups of similar visitor sessions and using this information, make prediction about the preferences of the future web site’s visitors.

3. Data preparation process

We propose to use two kinds of data sources that are easily available: web log registers and web pages.

The web log registers contain information about the browsing behavior of the web site visitors, in particular the page navigation sequence and the time spent in each page visited. The data from web logs is based on the structure given by W3C\footnotemark[1].

The second data source is the web site itself. Each web page is defined by its content. For our similarity measure we need only the set of words from each page.

In order to study the visitor’s behavior, it is necessary to prepare the data from both sources, i.e., web logs as well as web pages, using filters and identifying the real user sessions.

3.1 Web log data preparation process

A web log file contains information on the access of all visitors to a particular web site in chronological order. In a common log file each access to one of its pages is stored together with the following information:

- IP address and agent.
- Time stamp.
- Embedded session Ids.
- Method.
- Status.
- Software Agents.
- Bytes transmitted.
- Objects required (page, pictures, etc).

Based on such log files we have to determine for each visitor, the sequence of web pages visited in his/her session. This process is known as sessionization [5]. It considers a maximum time duration given by a parameter, which is usually 30 minutes in the case of total session time. Based on this parameter we can identify the transactions that belong to a specific session using tables and program filters. Figure 1 shows the transformation sequence for web log registers.

This process can be realized using data streams and program code like perl in unix systems. The first stream contains the log registers grouped by IP and agents, which are separated by a space (see figure 1; left column). We only consider registers whose code is not error and whose URL parameter link to web page objects. Other objects, such as pictures, sound, links, etc. are not considered.

In the second column of figure 1, the registers are ordered by date, maintaining the groups. Finally, we select registers from a time window of 30 minutes that are grouped together in sessions in the third stream (third column in figure 1).

3.2 Web page content preparation process

A web page contains a variety of tags and words that do not have direct relation with the content of the page we want to study. Therefore we have to filter the text eliminating the following types of words:

\footnotetext[1]{Web logs are delimited text files as specified by RFC 2616, “Hypertext Transfer Protocol – HTTP/1.1” http://www.rfc-editor.org/rfc/rfc2616.txt}
• HTML Tags. Some tags show interesting information about the page content, for instance, the <title> tags mark the page web central theme. In this case, we used this information to identify special words inside the text.
• Stop words (e.g. pronouns, prepositions, conjunctions, etc.)
• Word stemming. Process of suffix removal, to generate word stems [2].

After filtering, we represent a document (web site) by a vector space model [1], in particular by vectors of words.

Let \( R \) be the number of different words in a web site and \( Q \) be the number of its pages. A vectorial representation of the web site would then be a matrix \( M \) of dimension \( R \times Q \) with:

\[
M = (m_{ij}) \quad i = 1, \ldots, R \quad \text{and} \quad j = 1, \ldots, Q \tag{1}
\]

where \( m_{ij} \) is the weight of word \( i \) in page \( j \).

We propose to estimate these weights using equation 2, which is based on the \( \text{tf.idf-weighting} \) [1].

\[
m_{ij} = f_{ij}(1 + \frac{sw(i)}{TR} \times \log(\frac{R}{n_i})) \tag{2}
\]

\( f_{ij} \) is the number of occurrences of word \( i \) in page \( j \) and \( n_i \) is the total number of times word \( i \) appears in the entire web site. Additionally, we propose to augment word importance if a user searches for a specific word. This is done by \( sw \) (special words), which is an array with dimension \( R \). It contains in component \( i \) the number of times that a user searches word \( i \) during a given period (e.g.: one month). TR is the total number of times that a user searches words in the Web site during the same period. If TR is zero, \( \frac{sw(i)}{TR} \) is defined as zero, i.e. if there has not been any word searching, the weight \( m_{ij} \) depends just on the number of occurrences of words.

### 3.2.1 Distance measure between two pages

With the above definitions we can use vectorial linear algebra in order to define a distance measure between two web pages.

**Definition 1** (Word Page Vector): \( WP^k = (wp^k_1, \ldots, wp^k_R) = (m_{1k}, \ldots, m_{Rk}) \) \( k = 1, \ldots, Q \).

Based on this definition, we used the angle’s cosine as similarity measure between two page vectors [2]:

\[
dp(WP^i, WP^j) = \frac{\sum_{k=1}^{R} wp^i_k wp^j_k}{\sqrt{\sum_{k=1}^{R} (wp^i_k)^2} \sqrt{\sum_{k=1}^{R} (wp^j_k)^2}} \tag{3}
\]

We define \( dp_{ij} = dp(WP^i, WP^j) \) as the similarity between page \( i \) and page \( j \) of the web site.

### 3.3 Navigation sequence preparation process

The navigation sequence can be illustrated by a graph \( G \) as shown in figure 2, where each edge (web page) is represented by an identification number. Let \( E(G) \) be the set of edges in graph \( G \). Figure 2 shows the structure of a simple web site. If we suppose two visitors visiting the site, the respective sub-graphs can be \( G_1 = \{1 \rightarrow 2, 2 \rightarrow 6, 2 \rightarrow 5, 5 \rightarrow 8\} \) and \( G_2 = \{1 \rightarrow 3, 3 \rightarrow 6, 3 \rightarrow 7\} \). Then \( E(G_1) = \{1, 2, 5, 6, 8\} \) and \( E(G_2) = \{1, 3, 6, 7\} \) with \( \| E(G_1) \| = 5 \) and \( \| E(G_2) \| = 4 \), respectively. In this example, page 4 has not been visited.

[Fig. 2 A web site with two navigation sequences]

From these graphs we can determine the visitors navigation sequence \( S_1 = S(G_1) = (1, 2, 6, 5, 8) \) and \( S_2 = S(G_2) = (1, 3, 6, 7) \), respectively. They represent the pages visited and the navigation sequence.

#### 3.3.1 Comparing navigation sequences

For the similarity of visits we propose in this paper we need the similarity of the respective navigation sequences. Therefore it is necessary to define a measure that considers how much two sub-sequences have in common. Equation 4 introduces a simple way to compare two navigation sequences [14].

\[
dG(G_1, G_2) = 2 \frac{\| E(G_1) \cap E(G_2) \|}{\| E(G_1) \| + \| E(G_2) \|} \tag{4}
\]

Notice that \( dG \in [0, 1] \) and if \( G_1 = G_2 \), we have \( dG(G_1, G_2) = 1 \). In the case of disjoint graphs, \( dG(G_1, G_2) = 0 \) because \( \| E(G_1) \cap E(G_2) \| = 0 \).

The problem of equation 4 is that its nominator does not take into consideration the sequence of visited pages in each sub-graph; it just looks at the set of visited pages.

If we want to consider how similar two sequences are, we have to compare also the respective sequences. i.e., instead of calculating \( \| E(G_1) \cap E(G_2) \| \) we have to determine how similar two sequences are, considering the order in which the nodes are visited.
For example, both sequences in figure 2 can be represented by a string of tokens [14] such as $S_1"12658"$ and $S_2"1367$". We need to know how similar or different are both sequences in its string representation.

For this purpose we use the Levenshtein distance [9], also known as edit distance. It determines the number of transformations necessary to convert $S_1$ in $S_2$. This number can be used as dissimilarity measure for the two sequences.

For two sequences, $\vec{x}_p = (x_1, \ldots, x_p)$ and $\vec{y}_q = (y_1, \ldots, y_q)$, the Levenshtein distance is defined as:

$$L(\vec{x}_p, \vec{y}_q) = \begin{cases} p & q = 0 \\ q & p = 0 \\ \min\{L(\vec{x}_{p-1}, \vec{y}_q) + 1, \min\{L(\vec{x}_p, \vec{y}_{q-1}) + 1, L(\vec{x}_{p-1}, \vec{y}_{q-1}) + z(x_p, y_q)\}\} & \text{else} \end{cases}$$

where

$$z(i, j) = \begin{cases} 0 & if \ i = j \\ 1 & otherwise \end{cases}$$

Analyzing the definition of the Levenshtein distance reveals the importance of the order of the token to be compared. For instance, if we compare $S_1$ and $S_2$, three transformations will be necessary. If we have e.g. $S_3"12856"$ and $S_4"1367$" four transformations will be necessary. This characteristic makes the Levenshtein distance very suitable to compare two navigation sequences.

$$dG(G_1, G_2) = 1 - 2 \frac{L(S_1, S_2)}{\parallel E(G_1) \parallel + \parallel E(G_2) \parallel}$$

Using the example in figure 2 and equation 7 leads to $dG(G_1, G_2) = 0.6$.

4. Comparing visitor sessions in a web site

We propose a model to represent visitor behavior using three variables: the sequence of visited pages, their content and the time spent in each one of them. The model is based on a visitor behavior vector with dimension $n$ and two parameters in each component.

**Definition 2 (Visitor Behavior Vector):**

$\upsilon = [(p_1, t_1) \ldots (p_n, t_n)]$, being $(p_i, t_i)$ parameters that represent the $i^{th}$ page from a visit and the time spent on it, respectively. In this expression, $p_i$ is the page identifier.

For instance, using the browsing navigation shown in figure 2, we have $\upsilon_1 = [(1, 3), (2, 40), (6, 5), (5, 16), (8, 15)]$.

Let $\alpha, \beta$ be two visitor behavior vectors with cardinality $C^\alpha$ and $C^\beta$ respectively and $\Gamma(\cdot)$ a function that applied over $\alpha$ or $\beta$ returns the respective navigation sequence.

The proposed similarity measure is introduced in equation 8 as:

$$sm(\alpha, \beta) = dG(\Gamma(\alpha), \Gamma(\beta)) \frac{1}{n} \sum_{k=1}^{n} \tau_k * dp(p_{a,k}, p_{b,k})$$

where $\eta = \min\{C^\alpha, C^\beta\}$, and $dp(p_{a,k}, p_{b,k})$ is the similarity between the $k^{th}$ page of vector $\alpha$ and the $k^{th}$ page of vector $\beta$.

The first element of equation 8 is the sequence similarity introduced in equation 7.

As second element, $\tau_k = \min\{\frac{\|t_k^\alpha\|}{\|t_k^\beta\|}, \frac{\|t_k^\beta\|}{\|t_k^\alpha\|}\}$ is indicating the visitor’s interest in the pages visited. We assume that the time spent on a page is proportional to the interest the visitor has in its content. If the times by visitors $\alpha$ and $\beta$ on the $k^{th}$ page visited $(t_k^\alpha, t_k^\beta)$ respectively are close to each other, the value of the expression will be close to 1. In the opposite case, it will be close to 0.

The third element, $dp$, measures the similarity of the pages visited. It is possible that two users visit different web pages in the web site, but the content is similar, e.g., one page contains information about classic rock and another one about progressive rock. In both cases the users have interest in music, specifically in rock. This is a variation compared to the approach proposed in [7], where only the user’s path was considered but not the content of each page.

Finally, we combine in equation 8 the content of the visited pages with the time spent on each of the pages by a multiplication. This way we can distinguish between two users who had visited similar pages but spent different times on each of them. Similarly we can separate between visitors who spent the same time visiting pages with different content in the web.

5. Self Organizing Map for Session Clustering

We used an artificial neural network of the Kohonen type (Self-organizing Feature Map; SOFM), in order to mine the visitor behavior vectors and discover knowledge [11] about the visitor preferences. Schematically, it is presented as a two-dimensional array in whose positions the neurons are located. Each neuron is constituted by an $n$-dimensional vector, whose components are the synaptic weights. By construction, all the neurons receive the same input at a given moment.

The idea of this learning process is to present an example to the network and, by using a metric, to determine the neuron in the network most similar to the presented example (center of excitation, winner neuron). Next, we have to modify its weights and those of the center’s neighbors.

This type of learning is **unsupervised**, because the neurons “move” towards the centers of the groups of examples that they try to represent. The described process was proposed by Kohonen, in his [Algorithm of training of Self Organizing networks][8].
5.1 Operation of the Self-Organizing Feature Map

The notion of neighborhood among the neurons provides diverse topologies. In this case the thoroidal topology was used [16], [17], which means that the neurons closest to the ones of the superior edge, are located in the inferior and lateral edges (see figure 3)

![Fig. 3](image)

**Fig. 3** Neighborhood of neurons in a thoroidal Kohonen network

The SOFM’s operation needs vectors with the same cardinality. It is a configurable parameter in the creation of the visitor behavior vector. Let $H$ be the number of elements in each vector. If a visitor session does not have at least $H$ elements, it is not considered in our analysis. On the other hand, we only consider up to the $H^{th}$ component of a session for the visitor behavior vector.

Since the visitor behavior vectors have two components for the visited pages (page identifier and time spent on each page), it is necessary to modify both when the neural network changes the weights for the winner neuron and its neighbors.

Let $N$ be a neuron in the network and $E$ the visitor behavior vector example presented to the network. The vector’s time component is modified with a numerical adjustment, i.e., $t_{N,i+1} = t_{N,i} * f_t$ with $i = 1, \ldots, H$.

The page component needs another updating scheme. Using the page distance, the difference between page content components is shown in equation 9.

$$D_{NE} = \left[ dp(p^h_{N,1}, p^h_{E,1}), \ldots, dp(p^h_{N,E}, p^h_{E,H}) \right]$$

Equation 9 represents a vector with distance between pages, i.e., its components are numeric values. Then the adjustment is over the $D_{NE}$ expression, i.e., we have $D'_{NE} = D_{NE} * f_p$, with $f_p$ adjustment factor. Using $D'_{NE}$, it will be necessary to find a set of pages whose distances with $N$ are close to $D'_{NE}$. Thus the final adjustment for page component of the winner neuron and its neighbor neurons is given by equation 10.

$$p_{N,i+1} = \pi \in \Pi / D'_{NE,i} \approx dp(\pi, p^h_{N,i})$$

with $\Pi = \{\pi_1, \ldots, \pi_Q\}$ the set of all pages in the web site, $D'_{NE,i}$ the $i^{th}$ component of $D'_{NE}$. Then given $D'_{NE,i}$ we have to find the page $\pi$ in $\Pi$ whose $dp(\pi, p^h_{N,i})$ is closest to $D'_{NE,i}$.

6. Practical application

In order to prove the effectiveness of the tools developed in this work, a web site was selected, considering the following characteristics [13]:

- It includes many pages with different information.
- Each visitor has interest in some pages, but is not interested in others.
- The web site is maintained by a web master observing pages of interest, i.e., if a page is not visited it will be removed from the site.

The web site selected, is about the first Chilean virtual bank, i.e., it does not have physical branches and all the transactions are made using electronic means, like e-mails, portals, etc.

We have the following information about the web site:

- Written in Spanish.
- 217 static web pages.
- Approximately eight million web log registers from the period January to March 2003.

6.1 Sessionization process

This task was implemented by a perl code and considers 30 minutes as the longest user session. In order to clean very short sessions, it is necessary to apply a previous heuristic to the data.

Only 16% of the visitors visit 10 or more pages and 18% less than 4. The average of visited pages is 6. Based on this information, we fix 6 as maximum number of components in a visitor behavior vector, i.e. the parameter $H = 6$.

Vector with more than 6 components are considered only up to the sixth component. Vector with less than 4 components are not considered in our analysis.

Finally, applying the above described filters, approximately 400,000 visitor behavior vectors were identified.

6.2 Web page content processing

Applying web page text filters, we found 710 different words for our analysis in the complete web site (i.e. $R = 710$).

Regarding word weights, especially the special words (see equation 2), we applied the following procedure.

†http://www.tbanc.cl/
The web site offers visitors the option to send e-mails to the call center platform. Then the text sent is a source to identified the most interesting words. In this case, only 20 special words were used for page vector calculation.

Using the above described data and applying equation 3, a 3-dimensional matrix with the similarity between pairs of pages is created and shown graphically in figure 4.

Since the matrix is symmetric, figure 4 shows only its superior side.

6.3 Applying Self-Organizing Feature Maps

The SOFM used has 6 input neurons and 32*32 output neurons in the feature map. The thoroidal topology maintains the continuity in clusters [17], which allows to study the transition among the preferences of the visitor from one cluster to another.

We update a matrix that contains the number of times each neuron wins during the training of the SOFM. Using this information, the clusters found by the SOFM are shown in figure 5. The x and y axes are the neuron’s position and the z axis is the neuron’s winner frequency, with the scale adapted.

From figure 5, we can identify four main clusters. They are checked using the information contained in the matrix. This allows to find the centroid neurons (winner neuron) of each of the clusters.

6.4 Results

Table 1 shows the clusters found by the SOFM. The second and third column contain the cluster’s center, represented by the visited pages and the time spent in each one of them.

The pages in the web site were labelled with a number to facilitate this analysis. Table 2 shows the main content of each page.

A detailed cluster analysis together with the banks experts and an interpretation of the web pages visited revealed the following results:

- Cluster 1. The visitors are interested in general products and services offered by the bank.
- Cluster 2. The visitors search information about credit cards.
- Cluster 3. Visitors are interested in agreements between the bank and other institutions.
- Cluster 4. Visitors are interested in investments and remote services offered by the bank

Based on our analysis we have proposed changes of the structure of the web site, privileging the described information.

This new information about the visitor behavior, can be used e.g. for navigation suggestions. For instance, we can classify a person visiting the web site based on his/her navigation behavior.

Based on the cluster he or she belongs to we can suggest online other probably interesting pages. This way, the web site effectiveness is improved.
6.5 Using an alternative clustering algorithm

In order to analyze the segmentation found we applied another unsupervised cluster algorithms, the well-known k-means [6]. Its main idea is to assign each vector to a set of given cluster centroids and then update this centroids given the previously established assignment. This procedure is repeated iteratively until a certain stopping criterion is fulfilled.

The number of clusters to be found (k) is a required input value for k-means. Since we found four clusters with the SOFM we used k = 4 as input value for k-means. We took a random selection from the original set of training vectors as initial centroids.

Given \( c^j_1, \ldots, c^j_k \) as cluster centroids in iteration \( j \), we compute \( c^{j+1}_1, \ldots, c^{j+1}_k \) as cluster centroids in iteration \( j+1 \), according to the following steps:

1. Cluster assignment. For each vector in the training set, we determine the cluster to which it belongs, using the similarity introduced in this work.
2. Cluster centroid update. Let \( V_j = \{v_1, \ldots, v_q^j\} \) be the set of \( q^j \) vectors associated to centroid \( c^j_l \), with \( l = 1, \ldots, k \). We determine the \( c^{j+1}_l \), as a mean of \( V_j \), i.e., \( v_i \in V_j / \max\{\sum_{j=1}^{q^j} sm(v_i, v_j)\}, i \neq j \).
3. Stop when \( c^{j+1}_l \approx c^j_l \).

We apply the k-means over the same set of visitor behavior vectors used in the training of the SOFM. The algorithm converged to the result shown in table 3.

<table>
<thead>
<tr>
<th>Table 3 k-means visitor behavior clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

While cluster centroids in table 3 are different from those in table 1 a more detailed analysis of the assigned visitor behavior vectors showed similarities between the clusters found. It cannot be concluded, which method gives a better solution; both results, however, have been confirmed and interpreted by the business’s expert user.

The performance of k-means depends directly on the similarity measure used. In the presented case, it is complex and expensive in calculation, compared with the traditional Euclidean distance typically used in k-means. Comparing computation time of k-means and SOFM showed that k-means requires approximately 2.5 times more resources than the neural network.

7. Conclusions

We introduced a methodology to understand the visitor behavior in a web site, using a new similarity measure based on three characteristics derived from the visitor sessions: the sequence of visited pages, their content and the time spent in each one of them. Using this similarity in a self organizing map, we can identify clusters of visitor sessions, which allow us to study the user behavior in the respective web site.

The experiments made with data from a particular web site showed that the methodology used allows to identify meaningful clusters of user sessions, and - using this information - to understand the visitor behavior in the web.

The proposed similarity measure assumes a relatively static web site, i.e., the set of web pages and the text of each page does not change very much in the considered time horizon. If, however, page variation is high, for instance in a newspaper web site, the proposed similarity can be negatively affected. A solution is to label automatically the sites pages in order to compare pages with similar content.

The similarity introduced can be very useful to increase the knowledge about the visitor behavior in a web site. As future work it is proposed to improve the presented methodology introducing advanced variables derived from visitor sessions as well as to develop alternative clustering algorithms using the proposed similarity measure. It will also be necessary to continue applying our methodology to other web sites in order to get new hints on future developments.
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