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Abstract

By applying web mining tools, significant patterns about the visitor behavior can be extracted from data originated in web sites. Supported by a domain expert, the patterns are validated or rejected and rules about how to use the patterns are created. This results in discovering new knowledge about the visitor behavior to the web site. But, due to frequent changes in the visitor’s interests, as well as in the web site itself, the discovered knowledge may become obsolete in a short period of time. In this paper, we introduce a Knowledge Base (KB), which consists of a database-type repository for maintaining the patterns, and rules, as an independent program that consults the pattern repository. Using the proposed architecture, an artificial system or a human user can consult the KB in order to improve the relation between the web site and its visitors. The proposed structure was tested using data from a Chilean virtual bank, which proved the effectiveness of our approach.
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1. Introduction

During the last years, we have witnessed a tremendous growth of business performed via the Internet. This led to an explosion in the number of Internet sites and also in the number of visits to these sites.

Web usage mining (WUM) has contributed to the analysis and exploration of the information that visitors leave behind after navigating through a particular web site. Many algorithms and systems have already been proposed for this purpose [14,13,15,18,24].

By applying these techniques, significant patterns about the visitor behavior and his/her preferences can be discovered. The validation process can be performed by an expert in the particular business domain. Additionally, the expert could give some recommendations about how to use the discovered patterns [19].

In this paper, a Knowledge Base (KB) for storing the visitor behavior patterns extracted from web data is introduced [21]. By using a data warehouse architecture [3,4,11], two repositories to store the information and the knowledge extracted from web data are defined. In the first repository, information taken from web logs and web pages is stored. The discovered knowledge needs a more complex repository to be used. With this aim in mind, a KB [7] composed of a Pattern Repository and a Rule Repository (containing rules about how to use the patterns) is introduced. Both repositories represent the source used by different types of knowledge users to perform a navigation or web site modification recommendations.

The knowledge contained in the KB can be used by a human being or an artificial system, like an intelligent web site [16,20], in order to improve the relationship with a prospective visitor of the site.
This paper is organized as follows. Section 2 provides a short discussion about knowledge representation. The methodology to extract significant patterns from web data is introduced in Section 3. In Section 4, the knowledge to be represented and stored is introduced. The framework to acquire and maintain information and knowledge extracted from web data is explained in Section 5. In order to test the effectiveness of the proposed methodology, a real world experiment is performed and shown in Section 6. Finally, Section 7 contains some conclusions.

2. Knowledge representation

A web mining tool developed for a particular web site allows discovering significant patterns about the visitor behavior and his/her preferences. However, the collaboration of an expert is required to validate the patterns and give a short description about how to use them [19].

This approach has pros and cons, for instance, a problem may appear if the expert decides to leave the institution that owns the web site. Usually, the expert will take the expertise with him. The above scenario is a motivation for finding a method to efficiently represent knowledge [8], i.e., to express in some form what we know about a specific subject.

The Knowledge Representation (KR) is a first step in developing an automatic system that uses the knowledge discovered from web data to perform actions. Finding a proper method of knowledge representation is not a trivial task. Fundamentally, the knowledge representation describes “how an entity sees the world”, in order to understand a situation and prepare a correct action for that situation. In other words, it provides the capacity to infer new expressions from old ones.

2.1. Rules

Following the knowledge representation as ontological commitments, a set of rules about how to use the discovered patterns can be defined [5]. The rules often specify recommendations, directives and strategies. In a computational form, they are expressed as instructions If < condition > Then < recommendation >.

These expressions allow to easily represent the expert knowledge. However, when the set of rules grows, it is difficult to specify which rule is the most appropriate to be applied.

The rules associate facts with actions (recommendations) through matching facts and conditions, as shown in Fig. 1.

In this example, if the visitor visits the page \( p_1 \) and spends time \( t_1 \) on it, then the recommendation is “go to page \( p_{10} \)”. Also, if the visitor browsing behavior belongs to cluster \( c_1 \), then the recommended pages to visit are \( p_3, p_5, p_8 \).

2.2. Knowledge repository

The problem is now how to maintain the discovered knowledge. A good approach is by storing it in a repository, following the same method used for data. However, the knowledge is more complex than just simple data. It corresponds to the patterns discovered after processing data, which are translated into rules on how to use the patterns.

The KB is a general structure for storing facts (patterns) and rules about their use. Its typical representation corresponds to keeping track of rules that share common wisdom [7].

In a practical realization, the KB must be able to maintain rules in an easy way. This becomes a complex task when the problem conditions change in time, as it is the case with the knowledge extracted from web data.

3. Visitor behavior patterns extracted from web data

In recent works [6,17,24], web mining tools have been applied on data originated in a web site in order to understand the visitor behavior. In this sense, clustering techniques have considerably contributed to extracting significant patterns about the visitor browsing behavior and visitor text preferences [25].

Before applying web mining techniques, the data are transformed into behavior patterns, using a specific model about the visitor behavior.

3.1. Preprocessing web logs

The task is to determine, for each visitor, the sequence of web pages visited during a session, based on the available web log files. This process is known as sessionization [1]. A maximum time duration of 30 min per session is considered. The transactions that belong to a specific session can be identified using tables and program filters. We consider only web log registers with non-error codes, whose URL parameters link to web page objects.

3.2. Preprocessing of the web site

The web site is represented by a vector space model [2]. Let \( R \) be the number of different words in a web site and \( Q \) the number of web pages. A vectorial representation of the web site is a matrix \( M \) of dimension \( R \times Q \), \( M = (m_{ij}) \) where \( i = 1, \ldots, R, j = 1, \ldots, Q \) and \( m_{ij} \) is the weight of the \( i \)th word...
in the \( j \)th page. To calculate these weights, we use a variant of the tfidf-weighting, defined as follows:

\[
m_{ij} = f_{ij}(1 + \text{sw}(i)) \times \log \frac{Q}{n_i}
\]

(1)

where \( f_{ij} \) is the number of occurrences of the \( i \)th word in the \( j \)th page, \( \text{sw}(i) \) is a factor to increase the importance of special words and \( n_i \) is the number of documents containing the \( i \)th word. A word is special if it shows special characteristics, e.g., the visitor searches for this word.

**Definition 1 (Page vector).** It is a vector \( \text{WP}^i = (wp^i_1, \ldots, wp^i_R) \) with \( j = 1, \ldots, Q \), that represent a list of words contained within a web page.

It represents the \( j \)th page by the weights of the words contained in it, i.e., by the \( j \)th column of \( M \). The angle’s cosine is used as a similarity measure between two page vectors:

\[
dp(\text{WP}^x, \text{WP}^y) = \frac{\sum_{k=1}^{R} wp^x_k wp^y_k}{\sqrt{\sum_{k=1}^{R} (wp^x_k)^2} \sqrt{\sum_{k=1}^{R} (wp^y_k)^2}}
\]

(2)

3.3. Modeling the visitor browsing behavior

Our visitor behavior model uses three variables: the sequence of visited pages, their contents and the time spent on each page. The model is based on a \( n \)-dimensional visitor behavior vector which is defined as follows.

**Definition 2 (Visitor behavior vector).** It is a vector \( v = [(p_1, t_1), \ldots, (p_n, t_n)] \), where the pair \( (p_i, t_i) \) represents the \( i \)th page visited \( (p_i) \) and the percentage of time spent on it within a session \( (t_i) \), respectively.

3.4. Comparing visitor sessions

Let \( x \) and \( \beta \) be two visitor behavior vectors of dimension \( C^a \) and \( C^b \), respectively. Let \( \Gamma(\cdot) \) be a function that returns the navigation sequence corresponding to a visitor vector. A similarity measure has been proposed elsewhere to compare visitor sessions, as follows [24]:

\[
sm(x, \beta) = dG(\Gamma(x), \Gamma(\beta)) \times \frac{1}{\eta} \sum_{k=1}^{\eta} \tau_k \times dp(p_{x,k} ; p_{\beta,k})
\]

(3)

where \( \eta = \min(C^a, C^b) \), and \( dp(p_{x,k} ; p_{\beta,k}) \) is the similarity (Eq. 2) between the \( k \)th page of vector \( x \) and the \( k \)th page of vector \( \beta \). The term \( \tau_k = \min(\frac{\text{sw}(p_{x,k})}{\text{sw}(p_{\beta,k})}, \frac{\text{sw}(p_{\beta,k})}{\text{sw}(p_{x,k})}) \) is an indicator of the visitor’s interest in the visited pages. The term \( dG \) is the similarity between sequences of pages visited by two visitors [17].

3.5. Modeling the visitor’s text preferences

A web site keyword is defined as a word or a set of words that makes the web page more attractive to the visitor [22]. The task here is to identify which are the most important words (keywords) in a web site from the visitor’s viewpoint. This is done by combining usage information with the web page content and by analyzing the visitor behavior in the web site.

To select the most important pages, it is assumed that the degree of importance is correlated with the percentage of time spent on each page within a session. By sorting the visitor behavior vector according to the percentage of time spent on each page, the first \( t \) pages will correspond to the \( t \) most important pages.

**Definition 3 (\( t \) – Most important pages vector).** It is a vector \( \vartheta(v) = [(\rho_1, t_1), \ldots, (\rho_t, t_t)] \), where the pair \( (\rho_i, t_i) \) represents the \( i \)th most important page and the percentage of time spent on it within a session.

Let \( x \) and \( \beta \) be two visitor behavior vectors. A similarity measure between two \( t \) – most important pages vectors is defined as:

\[
st(\vartheta_1(x), \vartheta_1(\beta)) = \frac{1}{t} \sum_{k=1}^{t} \min(\frac{\tau_k^x}{\tau_k^\beta}, \frac{\tau_k^\beta}{\tau_k^x}) \times dp(\rho_k^x, \rho_k^\beta)
\]

(4)

where the term \( \min(\cdot, \cdot) \) indicates the visitors’ interest in the visited pages, and the term \( dp \) is the similarity measure (Eq. 2).

In Eq. (4), the content similarity of the most important pages is multiplied by the ratio of the percentage of time spent on each page by visitors \( x \) and \( \beta \). This allows us to distinguish between pages with similar contents, but corresponding to different visitors’ interests.

3.6. Applying web mining techniques

Similar visitor behaviors are grouped into clusters with common characteristics, such as the navigation sequence or the preferred web pages.

3.6.1. Clustering the visitor sessions

For clustering the visitor sessions, a Self-Organizing Feature Map (SOFM) [12,25] was applied using the similarity measure in Eq. (3). The SOFM requires vectors of the same dimension. Let \( H \) be the dimension of the visitor behavior vector. If a visitor session has less than \( H \) elements, the missing components up to \( H \) are filled with zeroes. Otherwise, if the number of elements is greater than \( H \), only the first \( H \) components are considered.

3.6.2. Clustering the \( t \)-most important pages vectors

A SOFM is used to find groups of similar visitor sessions. The most important words for each cluster are determined by identifying the cluster centroids. The importance of each word with respect to every cluster is calculated by:

\[
kw[i] = \frac{1}{\sqrt{\prod_{p \in s} m_p}}
\]

(5)

for \( i = 1, \ldots, R \), where \( kw \) is an array containing the geometric mean of the weights of each word (Eq. 1) within
the pages contained in a given cluster. Here, \( \zeta \) is the set of pages contained in the cluster. By sorting \( kw \) in descending order, the most important words for each cluster can be selected.

4. Representation of the extracted knowledge

The patterns discovered after applying the web mining tools correspond to the cluster centroids extracted from the visitor behavior vectors and most important page vectors.

The cluster interpretation is a subjective task [19]. While for some persons a cluster may not make much sense, others discover new knowledge in it. That’s why it is convenient to be assisted by a business expert for a relatively good interpretation, and see “how to use the patterns found”. Because the usage of this new knowledge could result in different actions, it is convenient to focus on a selected group of them. In our case, we are interested in support recommendations for the web site structure and content modifications.

By analyzing the first group of centroids that correspond to the visitor browsing behavior, two types of recommendations could be implemented:

- **Online recommendations.** Given a new visitor and his/her behavior vector, it is possible to construct an online vectorial representation about the visited pages and the time spent on each of them. Next, the visitor behavior is classified by selecting the nearest centroid using the similarity measure in Eq. (3). From the information contained in the centroid, a prediction about which would be the most interesting pages for the visitor can be made.

- **Offline recommendations.** These correspond to structure and content changes proposed by the web master. The centroids are a summary of the typical visitor behavior, i.e., they show what pages have been searched. For example, a page could be erroneously placed in the web site, making difficult for visitors to find it. Then, a structural change about modifying the corresponding links could be suggested.

In order to prepare good recommendations, it is important to take into account the statistics on the web page access.

By analyzing the second group of centroids, corresponding to text preferences, the more significant words for the visitor are extracted. For the moment, only offline recommendations about the web site content can be made. The keywords can be used as:

- **Link words:** Typical words that have a link to a web page.
- **Marked words:** Words marked with different colors to display the importance of some concepts.
- **Searching words:** Several search engines, like google, yahoo, altavista, etc., have the option to customize the storage of the web site. The web site owner (or web master) will specifically want that the search engine crawler rescue the complete web site, and index its content by giving special attention to a set of words. Then, when a visitor is looking for a specific page that contains some words of his/her interest, the search engine can come up with the web site pages in a more straightforward manner.

Any representation of the knowledge described above must consider that:

- Different visitors have distinct goals;
- The behavior of a visitor changes over time;
- A site tends to grow in time by accumulating many pages and links; without being restructured according to new needs.

5. A framework to knowledge discovery from web data

By representing patterns and recommendations as rules could result in generating a large set of rules. Due to frequent changes in the visitor’s interest and the web site itself, the recommendations might become obsolete in a short period of time.

In this paper, we propose to maintain the patterns by storing them in a database-like repository, and the rules as an independent program that consult the patterns repository when preparing the recommendations. Because the repository will contain patterns discovered in different time periods, it is convenient to apply the data mart technology. Also, it is necessary to develop generic parametric rules.

5.1. Overview

In Fig. 2, a framework to acquire, maintain and use knowledge about the visitor behavior is shown [21]. The main idea is to use an Information Repository to store the data to be analyzed, and a Knowledge Base to contain the results from these analyses, as well as additional domain knowledge from expert. This allows to suggest online navigation steps, and change the web site structure and contents offline.

The respective data sources are web log registers (dynamic information) and the text contained in the web pages (static information). The former are based on the structure given by W3C. The latter is the web site itself, i.e., a set of web pages with a logical structure. A preprocessing stage is undertaken and the relevant information is loaded onto the Information Repository.

By applying data mining techniques on the web data, it is possible to find unknown and hidden knowledge [23,21]. This task is performed using an automatic algorithm that directly interacts with the web data.
The patterns extracted by the data mining tools must be validated by a business expert and finally loaded onto the Pattern Repository. The specific usage of the patterns is implemented within rules, which are loaded onto the Rule Repository.

Pattern and rule repositories form the complete structure of the Knowledge Base, which is used to suggest different kinds of modifications in the web site. Because we are working with historical repositories, a way to estimate the future success of the proposed changes is to check what happened with the visitor behavior, when similar changes had been made in the past.

Making online changes in the visitor navigation could determine the visitors reject the changes for considering them too invasive. The same situation could happen for changes performed offline, directly following the information and knowledge inside the data marts. For many reasons, it is more convenient to give only recommendations about the changes in the structure and content of the web site, either online or offline [10]. The visitors, or the web master, should decide whether actually make the changes or not.

The approach introduced here has two kinds of potential “knowledge users”: human beings and artificial systems. In the first case, the human beings consult both repositories as a Decision Support System and propose changes in the web site. These changes are usually performed by hand, although part of them can be automated. In the second case, the artificial systems use mainly the pattern repository and return navigation recommendations as a set of links to web pages. Then, dynamic web pages can incorporate these links in the information which will be sent to visitors.

In the next subsections, each element of the framework proposed above will be explained in detail.

5.2. Knowledge users

The proposed framework here takes into account two kinds of knowledge users: an automatic system, e.g., an inference engine, or a human user.

In the case of automatic systems, the aim is to prepare an online navigation recommendation. In this case, an interface between the web server and the Knowledge Base is required. Notice that the answer for the visitor must be sent in HTML standard, in order to avoid interpretation problems with the web browser.

Using the Common Gateway Interface (CGI) specifications, the web server can interact with an external system, as shown in Fig. 2. A program developed in any language that support standard I/O and has a database connection interface can consult the KB and prepare a HTML code in order to include additional information in the original web page requested by the visitor.

The Knowledge Base can also be consulted by a human expert, for example a web master or a marketing manager, and offline changes can be recommended with respect to the web site structure and content.

5.3. Knowledge Base

Using own expertise, a domain expert can interpret these patterns and build rules for a given task, in our case for online navigation suggestions.

The Knowledge Base [5] implements wisdom representation through the use of “if-then-else” rules based on the discovered patterns. Fig. 3 shows the structure of the proposed Knowledge Base. It is composed by a Pattern Repository, where the discovered patterns are stored, and a Rule Repository, which contains the general rules about how to use the patterns.
In order to use the KB, when a pattern is presented, a matching process is performed to find the most similar pattern in the Pattern Repository. With this information available in the Rule Repository, the set of rules that will create the suggestion of the KB is then selected.

5.3.1. Pattern repository

In the literature, only web access data is stored, see for example [3,11,23]. We propose to store the discovered patterns.

The Pattern Repository stores the patterns revealed from the Information Repository by applying web mining techniques. Fig. 4 shows a generic model of the Pattern Repository, which is based on Data Mart technology.

The pattern extraction process uses a matching function (column formula in table browsing_behavior) to find the most similar patterns, within the Pattern Repository, to the sample presented to the system. This repository can also be implemented using the data mart architecture in star model [9]. In the fact table shown in the middle of Fig. 4, the measures are navigation, statistics and keywords. These measures are non-additives [11] and contain the Web page navigation suggestions, related statistics, such as the percentage of visits in the period of study and the keywords discovered. The dimensional table time contains the date of the application of the Web mining technique over the information repository. The browsing_behavior table contains the patterns found about the visitor browsing behavior. In the formula column, the specific expression used for the feature vector comparison is stored, and the description column contains the details. The period column contains the period of time when the data to be analyzed was generated, e.g., “01-Jan-2003 to 31-Mar-2003”. The text_preferences table contains, in the theme column, a context description of the web site keywords. For instance, a context for keywords related to credit cards is “promotion about VISA credit card”. The table wmt (Web mining technique) stores the applied mining technique, e.g., “Self-Organizing Feature Map (SOFM)”, “K-means”, etc.

When the KB is consulted, the Pattern Repository returns a set of possible web pages to be suggested. Based on this set and additional information, such as statistics of the accessed web pages, the Rule Repository makes the final recommendations.

5.3.2. Rule repository

The goal of applying the Rule Repository is to recommend a page from the current web site, i.e., to make a navigation suggestion. Using an online detection mechanism like a cookie, the visited pages and the time spent on them during a session can be obtained.

Using these data, we first match the current visit with the visit patterns stored in the Pattern Repository. This requires a minimum of visited pages to understand the current visitor’s behavior.

Then, the Rule Repository is applied to the matching results to give an online navigation suggestion about the next page to be visited, based on the history of previous navigation patterns.

If the suggested page is not directly connected with the current page, but the suggestion is accepted by the visitor, then new knowledge can be generated about his/her preferences. This can be used to reconfigure the web site by reorganizing the links among the pages.

Fig. 5 shows part of the rule set of Rule Repository. The SQL-query extracts, from the Pattern Repository, the patterns to be used in the creation of the recommendation. In this sense, the function “formula” compares the storage patterns with the values originated in the current visitor session. The parameter \( \epsilon \) is used to identify those patterns that are “close enough” to the current visit, and the parameter \( \delta \) filters the recommendations whose statistics are above a given threshold, i.e., it is mandatory that the page acquires a minimum percentage of visits.

Since the Pattern Repository contains historical information, a suggested page may not appear in the current web site. In that case, the function “compare_page” determines the page of the current web site, whose content is most similar to that of the suggested page (by using Eq. 2).

The data structure “S” is used to store the query results. It consists of two variables: navigation and statistics, that show the navigation sequence and associate statistics, and are used for preparing the recommendation.
select navigation, statistics, formula(pattern,n) into S
from pr_fact, time, browsing_behavior, wmt where "star join" and
"fix technique" and "fix time" and formula(pattern,n) > ϵ;

... if S is empty then
send("no suggestion");

... while S not empty loop
if S.navigation == compare_page(ws,S.navigation) then
S.navigation ≠ actual_web_site;

... if S.navigation ≠ last_page.visited and S.statics > δ then
send(S.navigation);

... end loop

Fig. 5. A part of Rule Repository’s code.

6. A real world application

We applied the above described methodology to the web site of the first Chilean virtual bank, where all transactions are made using electronic means, like e-mails, portals, etc. (see www.tbanc.cl). We analyzed all the visits done between January and March 2003. Approximately eight millions of raw web log registers were collected. The site had 217 static web pages with texts written in Spanish, which were numbered from 1 to 217, to facilitate the analysis. In Table 1, the web pages are grouped by their main topic.

6.1. Using SOFM for browsing pattern discovery

As mentioned above, the pages in the web site were labelled with a number to facilitate the analysis. Table 1 shows the main content of each page.

The SOFM used has 6 input neurons and 32*32 output neurons in the feature map, with a thoroidal topology.

The cluster identification is performed by using a visualization tool supported by a density cluster matrix, called winner matrix. It contains the number of times the output neurons win, during the training of the SOFM.

<table>
<thead>
<tr>
<th>Pages</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Home page</td>
</tr>
<tr>
<td>2, ..., 65</td>
<td>Products and services</td>
</tr>
<tr>
<td>66, ..., 98</td>
<td>Agreements with other institutions</td>
</tr>
<tr>
<td>99, ..., 115</td>
<td>Remote services</td>
</tr>
<tr>
<td>116, ..., 130</td>
<td>Credit cards</td>
</tr>
<tr>
<td>131, ..., 155</td>
<td>Promotions</td>
</tr>
<tr>
<td>156, ..., 184</td>
<td>Investments</td>
</tr>
<tr>
<td>185, ..., 217</td>
<td>Different kinds of credits</td>
</tr>
</tbody>
</table>

The second column contains the centroid of the cluster, represented by the sequence of visited pages, and the third column indicates the time spent in each centroid. A simple cluster analysis shows the following results:

- Cluster 1. Visitors searching information about credit cards.
- Cluster 2. Visitors interested in investments and remote services offered by the bank.
- Cluster 3. Visitors interested in agreements between the bank and other institutions.
- Cluster 4. Visitors that are interested in general products and services offered by the bank.

6.2. How to use the navigation patterns?

The patterns discovered in the clusters analysis serve as a basis for the online and offline recommendations. The recommendations are validated by a business expert. It is also important to use simple statistics to support some of the theories elaborated about the visitor behavior.

Using the discovered clusters, we can classify the visitor browsing behavior into one of them, by comparing the cluster centroid with the current navigation, using the similarity measure introduced in Eq. (3).

The online navigation recommendations are created as follows. Let \( x = [p_1, t_1], ..., [p_m, t_m] \) be the current visitor session and \( C_i = [p_{i1}, t_{i1}], ..., [p_{ik}, t_{ik}] \) the centroid such as \( \max \{ sm(x, C_i) \} \) with \( C_i \) the set of centroids discovered and \( H \) the dimension of \( C_i \) defined in the SOFM. The recommendations are created as a set of pages whose text content is related to \( p_{i+1,k} \). These pages are selected with the expert collaboration.

Let \( R_{m+1}(x) \) be the online navigation recommendation for the \((m + 1)\)th page to be visited by visitor \( x \), where \( δ \leq m < H \) and \( δ \) the minimum number of pages visited to prepare the suggestion. Then, we can write \( R_{m+1}(x) = \{ l_{m+1,0}^x, ..., l_{m+1,k}^x \} \) with \( l_{m+1,j}^x \) the \( j \)th link page suggested for the \((m + 1)\)th page to be visited by visitor \( x \), and \( k \) the maximum number of pages for each suggestion. In this notation, \( l_{i+1,0}^x \) represents the “no suggestion” state.

6.3. Online navigation recommendation effectiveness

Usually, the application of any recommendation needs the permission of the web site owner. It is a complicated
task due to the fact that sometimes the web site is the core business of the organization and any change could result in a loss in market share. In this sense, we propose a method to test the recommendation effectiveness based on the same web data used in the pattern discovery stage.

In fact, a part of the complete web data is used to extract significant patterns, and for these we define a set of rules. Next, we test the effectiveness with the remaining web data.

Let \( ws = \{ p_1, \ldots, p_n \} \) be the web site and the pages that compound it. Using the distance introduced in Eq. (2), and with the collaboration of a web site content expert, we can define an equivalence class for pages, where the pages belonging to the same class contain similar information. The classes partition the web site in disjoint subsets of pages.

Let \( Cl_x \) be the \( x \)th equivalent class for the web site. It is such as \( \forall p_i \in Cl_x, p_j \notin Cl_x, x \neq y, \bigcup_{x=1}^{n} Cl_x = ws \) where \( w \) is the number of equivalence classes.

Let \( z = [(p_1,t_1), \ldots,(p_{H},t_{H})] \) be a visitor behavior vector from the test set. Based on the first \( m \) pages actually visited, the proposed system recommends for the \((m+1)\)th page several possibilities, i.e., possible pages to be visited.

We test the effectiveness of the suggestions made for the \((m+1)\)th page to be visited by visitor \( z \) following this procedure. Let \( Cl_{q} \) be the equivalence class for \( p_{m+1} \); if \( \exists p_{m+1, j} \in R_{m+1}^z \cap I_{m+1, j} \in Cl_{q}, j > 0 \), then we assume the suggestion was successful.

The number of recommended pages, obtained during the construction of the recommendation, could be large, making the visitor confused about which page to follow next. We set in \( k \) the maximum number of pages per recommendation. By using the page distance introduced in Eq. (2), we can extracts the \( k \) closest pages to \( p_{m+1} \) in the recommendation:

\[
E_{m+1}^k(z) = \{ p_{m+1, j} \in \text{sort}_k(sp(p_{m+1}, I_{m+1, j})) \},
\]

with \( sp \) the page distance introduced in Eq. (2). The “\( \text{sort}_k \)” function sorts the result of \( sp \) in descending order and extracts the “\( k \)” link pages closest to the \( p_{m+1} \) page.

A particular case is when \( E_{m+1}^k(z) = \{ I_{m+1, 0} \} \), i.e., no suggestion is proposed.

6.4. Web site keywords

By assuming that there is a correlation with the maximum time spent per page in a session, a method to find the web site keywords is introduced along with the Important Page Vector definition.

We set to 3 the maximum dimension of this vector. Then, a SOFM with 3 input neurons and 32 output neurons was used to find clusters of Important Page Vectors.

The neural network training was carried out on a Pentium IV computer, with 1 Gb RAM and running under Linux Operating System, distribution Redhat 8.0. The training time was 25 hours and the number of epochs was set to 100.

Fig. 6 shows, on the \( x, j \) axis, the neurons positions in the SOFM. The \( z \) axis is the normalized winning frequency of a neuron in the training set.

From Fig. 6, 8 main clusters can be observed, which contain the information about the most important pages in the web site. The cluster centroids are shown in Table 3. The second column contains the center neurons (winner neuron) of each cluster, representing the most important pages visited.

To get the web site keywords, a final operation is required, corresponding to analyzing which words in each cluster have a greater relative importance in the complete web site.

By applying Eq. (5), the keywords and their relative importance in each cluster are obtained. For instance, if the cluster is \( \zeta = \{7,15,186\} \), then \( kw[i] = \sqrt{m_7m_{15}m_{186}} \), with \( i = 1, \ldots, R \).

Finally, by sorting the \( kw \) in descending order, we can select the \( k \) most important words for each cluster, for instance \( k = 8 \).

In Table 4 a selected group of keywords from all clusters is shown. The keywords alone do not make much sense. They need a context in a web page and they could be used as special words, e.g., marked words to emphasize concepts or links to other pages.

The specific recommendation is to use the keywords as “words to write” in a web page, i.e., the paragraphs written in the page should include some keywords, and some of them may be even used as links to other pages.

The keywords could also be used as index words by a search engine, i.e., some keywords could be used in the customization of the crawler that visits the web site and loads the pages. Then, when a user is looking for a specific page in the search engine, the probability of getting the web site is increased.

6.5. Loading the knowledge base

The Knowledge Base presented in Section 5.3 was used to load the patterns and the rules about how to use the pat-
terns in the bank web site. The stored knowledge is mainly used to create online navigation recommendations, but it could be also used to prepare offline recommendations.

### 6.5.1. Pattern repository

In Fig. 4, the general structure of the pattern repository was presented. The measures in the fact table correspond to the recommended page and to some statistics about its use and the web site keywords for the period analyzed. These patterns are consulted using the information contained in the dimensional tables. An example of this is the following:

- **Time.** (2003, October 4, 26, and 18), i.e., “18:00 h, October 26th, fourth week, year 2003”.
- **Browsing Behavior.** The cluster centroids discovered by the web mining process implied by formula in Eq. (3), and shown in Table 2, as well as with the formula in Eq. (3).
- **Wmt.** Self-Organizing Feature Map with a thoroidal architecture, 32 × 32 neurons.

The table **Time** shows the date when the web mining tools were applied over the Information Repository. In the dimensional table **Browsing Behavior**, the information about the clusters centroid is displayed. The **Wmt** table contains information about the specific web mining tool applied.

A human user can apply the results of his/her query in the preparation of an offline structural change recommendation. The same query scheme could be used by an automatic system to prepare online navigation recommendations.

### 6.5.2. Rules for navigation recommendations

First, we need to identify the current visitor session. Since the selected web site uses cookie, this tool can be used for online session identification.

In order to prepare the online recommendation for the \((m + 1)\)th page to visit, we compare the current session with the pattern in the Pattern Repository. The comparison needs a minimum of three visited pages \((\delta = 3)\) to determine the cluster centroid most similar to the current visit and, in this way, allowing to prepare the recommendation for the fourth page to be visited. This process can be repeated after the visitor has visited more than three pages, i.e., in the recommendations for the fifth page, we use the four pages visited in the current session.

The final online recommendation is made using the developed rule base together with the domain expert. For the four clusters found, sixteen rules were created. We suggest at most three links to follow for the fourth, fifth and sixth pages, i.e., \(k = 3\).

### 6.6. Online and offline recommendations

With the help of a bank’s business expert, a list of recommendations was proposed. It includes navigation recommendations, links to be added and/or eliminated from the current site, and words to be used in future pages as content recommendations. Here, only a few recommendations are shown due to a confidentiality agreement with the bank.

Some of this recommendations are currently under evaluation at the bank before their final implementation on the web site.

#### 6.6.1. Structure recommendations

Based on the clustering of similar visits, we made offline recommendations for the reconfiguration of the link structure of the bank web site. Some of these recommendations are:

- **Add links intra clusters.** The idea is to improve the accessibility of pages within each cluster from other pages belonging to the same cluster.
- **Add links inter clusters.** The idea is to improve the accessibility of pages belonging to different clusters that share many common visitors.
- **Eliminate links.** Inter-clusters links that are rarely used can be eliminated.

#### 6.6.2. Content recommendations

The web site keywords represent a set of concepts that could motivate the user interest to visit the web site. Their use as isolated words do not make much sense, since a cluster represents different contexts through a set of keywords. Then, for making recommendations it is straightforward “to use the word in the paragraphs”, i.e., if the page writer wants to write about a specific topic, he/she needs to include the web site keywords related to that subject.

---
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6.6.3. Navigation recommendations

The idea is to use the discovered clusters, the statistics associated to each page, and the rules, for creating a correct navigation recommendation.

This process requires on online session identification, therefore a mechanism like a cookie must be implemented in all sessions.

The recommendations are activated when the visitor clicks the third page in a session. The similarity measure is used to define to which cluster belongs the current visitor. The suggested pages appear at the bottom of the selected page.

For instance, if a visitor session matched with the cluster “1” (see Table 3), the most likely pages to be recommended are those relative to Products and Services, Promotions and Credit Cards. Using the statistics related to pages and associated rules, the specific pages to create the recommendations are selected.

6.6.4. Testing the online navigation suggestion effectiveness

Before applying the SOFM on the visitor behavior vectors, it is necessary a final adjustment with respect to the vector size. By construction of the SOFM, the vectors must have the same cardinality. In this case, we consider six components. If a vector does not have at least six elements, it is not considered in our analysis. Otherwise, we only consider up to the sixth component of a session for the visitor behavior vector.

From the 20% of the visitor behavior vectors that belong to the test set, we select only those that have exactly six components. In this way, we have 9751 vectors to test the effectiveness of the online navigation suggestions.

In Fig. 7, the histogram shows the percentage of the accepted recommendations, using the proposed validation method.

If using the proposed methodology, just one page is suggested, slightly more than 50% of the visitors would accept it. This could be considered a very successful suggestion by the business expert, since we are dealing with a complex web site with many pages, many links between pages, and a high rate of visitors that leave the site after few clicks.

Furthermore, it should be mentioned that the percentage of acceptance would probably have been even higher if we actually had suggested the respective page during the session. Since we compared past visits stored in log files, we could only analyze the behavior of visitors that did not actually receive any suggestion we proposed.

7. Conclusions

Using the knowledge extracted from data originated in a web site is a good way to improve the relation with the visitors of that site.

Because the visitor’s interest and the web site itself may change in time, it is necessary to develop a flexible structure, able of maintaining the knowledge extracted in the period under analysis. The representation of knowledge as a set of rules is not the best approach, as the number of rules could grow in the time, therefore making difficult their maintenance.

The proposed KB deals with this situation by maintaining two repositories: one for patterns and another one for parametric rules, i.e., the values to evaluate a situation are passed trough parametric variables. This scheme provides a minimum set of rules, an easy maintenance of them and a historic repository of patterns.

In our future work, other web mining techniques will be applied in order to provide new patterns and rules for the KB.
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